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ABSTRACT 

This study has attempted to model the human visual-accommodation system, starting di- 
rectly with the retinal image. The models that are developed are reasonably consistent with existing 
data and offer a certain degree ot understanding of certain features of the data. The modeling is in 
three stages. Starting at the retina we ask: (1) What portion of the retinal picture is involved in ac- 
commodation control, (2) How that portion of the picture is processed to derive a measure of de- 
focus, and (3) How that signal in turn is used to control the ciliary muscles. 

We tentatively conclude that the relevant portion of the retina is a central region of the 
fovea, having a diameter of some 30 minutes of arc, or 6 mils-the diameter of a coarse human 
hair. As for processing of the retinal image, it is shown how neural circuits based on lateral inhi- 
bition can yield a measure of defocus that is consistent with experimental data over several orders 
of magnitude of object size and illumination. It is also shown how interaction between three such 
overlapping receptor regions could account for certain chromatic effects in accommodation control. 
As for the control system, we tentatively propose an intermittent control model in which accommo- 
dation correction cycles may be initiated by relatively abrupt changes in the retinal pattern, caused 
for example by involuntary eye-movement saccads or certain target movements. The case is argued 
for a control cycle involving a sampling of the accommodation error followed by a ballistic cor- 
rective movement. In terms of thiscontrol model the elusive lens “vibrations” appear to be no more 
than normal accommodation correction cycles, what we have termed “accommodation saccads.” 
Apart from its role in accommodation control it is also noted how these lens vibrations could pos- 
sibly increase the depth of field for strong accommodation. The models predict significant interaction 
between accommodation control and eye-movements. A number of experiments are proposed which 
would help elucidate the nature of this interaction. 
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I INTRODUCTION 

A. General 
There arc three major muscle systems that control the human visual system: the cxtra- 

ocular muscles fur horizontal, vertical, and torsional eye posilion; the ciliary muscles that control 
the lens; and the iris muscles that control the pupil. Not only is the control of each system complex 
within itself, but the systems arc complexly interrelated, so that a change in accommodation, for 
example, will be accompanied by a change in horizontal vergence of the eyes, and also a change in 
pupil size. 

Although a considerable amount of experimental information has been gathered regarding 
each of these systems, there is still scant understanding of how control is actually achieved. Thcrc 
are clearly voluntary and involuntary aspects ofeach system. One can voluntarily change the direction 
of gaze, and some individuals can voluntarily change their states of vergence and accommodation. 
It is clear then that “higher brain centers” are involved in these control systems. Learning is also 
an important factor. There are even “emotional” factors in the control-pupil size has been sug- 
gested as a fairly sensitive indicator of emotional content of the retinal picture (Hess, 1965), and 
Westheimer (1957, p. 718) noted that anger could cause an increase in accommodation of greater 
than a diopter for several minutes. 

When we ask what controls each of these major systems, we run onto unsure ground 
because the aspects of the retinal picture that are involved are not fully known. We do not yet 
know the nature of the neural circuitry. We have then a highly dimensioned problem with scanty 
knowledge of the operation of each parameter, in fact incomplete knowledge even of the complete 
“list” of parameters. It is little wonder then that there is controversy on many theoretical as well 
as experimental results. Also, the difficulty of the experimental situation generally precludes the USC 
of large numbers of subjects. This is important becauseof the significant differences from subject to 
subject, not only quantitatively in their degree of control, but also qualitatively in their manner of 
control. 

B. Accommodation 

Our primary concern in this report is with the accommodation system. If WC alter the 
distance of an object from the head, the differential lateral displacement of the images in each eye 
could not only signal the necessary vergence correction, but also could signal an appropriate change 
in refractive accommodation. Thus, with binocular vision there is really no logical need for moni- 
toring focus per se. To do without monitoring, however, one would have to be born with a built- 
in conversion table relating accommodation and convergence. In view of the wide variation from 
subject to subject in eye parameters and performance, the existence of a completely functional built- 
in table at birth is unlikely. Much more appealing is the notion of an independent focus system, 
with any built-in vergence-accommodation table filled in, or at least modified, as a result of learning. 

Another argument for control based on learning is the wide variation of accommodation 
performance with age. A newborn infant, for example, can focus only at a single target distance of 
about 19 cm, but by the-fourth postnatal month has reached almost the full accommodation range 
of an adult (Haynes, White, & Held, 1965, p. 528). But even the full accommodation range of an 
adult decreases monotonically with age (Davson, 1962, Vol. 3, p. 207). This decrease in accommo- 
dation range as a function of chronological age is known as presbyopia. 



The optimum focuscondition for each eye is not only a‘ function of horizontal vergence, 
but also of version- i.e.; the angular displacement of the line of regard. For fixation to the side of 
the head there can be a significant difference in required refraction for each of the two eyes. It is 
not clear from the literature whether there isactually a difference in the accommodation of the two 
eyes under these conditions, although Abraham’(I961, p. 197) implies that this may actually be the 
case. If this were the case, then an expanded interrelation table of vergence, version, and accommo- 
dation would have to be prewired; or again, with a separate focus system, tilled-in by repeated ex- 
perience. 

There is a question then as to how completely the control ronnections from sensor 
apparatus to ciliary muscles are closed at birth (i.e., built-in) and how much the control connections 
are built-up or altered by learning. 

With regard to determining the optical state of focus in a monocular system, one point 
seems clear: it is necessary to sample the three-dimensional space of light rays at more than just a 
single plane. There seem to be just two basic ways of multiply sampling the image space-one 
depends on moving a single receptor sheet to more than one axial position; the other depends on 
the use of more than one receptor sheet to simultaneously monitor different planes of the image 
field. The three color “layers” in the retina, in combination with chromatic aberration, can be use- 
ful in processes of the second type, and the various motions and tremors of the lens of the eye 
provide possibilities of the first type. With a completely static, monochromatic, unfamiliar image 
on a planar retina, no correct information could be obtained about the state of focus. 

Fincham’s results (1951) regarding the use of monochromatic light are interesting in this 
regard. He found that of 55 subjects, 40 percent had the same accommodation responses with mon- 
ohromatic light as with white light, 35 percent had no response at all with monochromatic light 
(though conscious of blur), and 25 percent had certain errors in their response with monochromatic 
light. 

One is led to suspect that several different methods of accommodation control are possible 
and that some people might use one or more of these capabilities simultaneously, while in others, 
some of these systems remain dormant, with the possibility of being evoked or trained when the 
subject is deprived of his more familiar signals. Certain forms of temporary or permanent color 
blindness, for example, might prevent the use of chromatic information for focus control. 

C. Role of the Fovea 

At any instant we can focus for only a single physical distance, so we require a mech- 
anism to select just what in the field we wish to focus on. In view of the high-resolution fovea and 
the accurate voluntary eye-movement capability of the human, it seems logical to speculate on an 
accommodation control system that receives input only from some portion of the fovea and relies 
on eye movements to bring the point of interest “to the fovea”. 

A number of experimental results make it probable that this is in fact the arrangement 
in the human focus system. Campbell (1954, 1st ref.), for example, concluded that the receptors for 
accommodation control are the foveal cones since the illumination threshold for accommodation 
change is only a quarter to half a log unit higher than the cone threshold for visibility. He also 
found (p. 14) that “if the subjects looked to one side of the test disk so that its image fell on the 
parafovea which is rich in rods, it could be seen when it was 100 times dimmer still, but no ac- 
commodation occurred to compensate for the negative lens.” 
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The fovea is generally taken to be several degrees in diameter. The central depression, 
the foveola, is typically taken assome 100’in diameter (about a degree and a half). The focus con- 
trol seems to be confined to an even smaller central region of the foveola. Fincham (1951, p. 389), 
for example, found that if a subject consciously fixated as much as 10’ of arc removed from a 3 
black-dot object then his state of accommodation no longer tracked changes in distance of this 
object. Focus control seems to be limited to the central portion of the fovea, which has the very 
highest resolution. Plots of rod and cone density show that rod density starts to become significant 
by about 20’ from the center of the fovea and that cone density has about dropped in half at this 
point (Davson, 1962, Vol. 2, p. 20). 

All in all, it appears as a reasonable working hypothesis that focus control operates on 
signals derived from only a small central portion of the fovea, 30’ or so in diameter. It may be of 
interest to note that a 30’disk on the retina has a diameter of about 150~~ or 6 mils, the diameter 
of a coarse human hair. A primary concern in this study is the nature of the neural processing in 
this region that might be relevant to defocus estimation. 

D. Voluntary Accommodation Control 

Westheimer (1957, p* 718) noted that when viewing an empty field, subjects could tran- 
siently change their accommodation about half adiopter simply by thinking about .“near** or “far.” 
Some subjects can apparently relax their accommodation even while remaining fixated on an object. 
In some experimental situations, however (for example in monochromatic light), subjects, though 
conscious of blur, cannot voluntarily correct their focus. One is tempted .to conclude that voluntary 
control is generally rather limited. 

On the other hand, Campbell (1954) studying the effect of luminance change on the ampli- 
tude of accommodation change noted 

“It should be stressed that in this experiment the subject was instructed to exert 
voluntarily enough accommodation to overcome the blurring due to a -6D lens 
and that the accommodation response was not necessarily involuntary as in the 
previous experiments.” 

These results would lead one to suspect that one can have considerable voluntary control over focus. 
Campbell states nothing, however, about whether these subjects were highly trained at the task. 

It is not clear from the literature just how much voluntary control can be exercised, in 
particular how much this control can be developed with practice. This seems to be an interesting 
area of study and is mentioned here as a reminder that voluntary aspects may be important when 
evaluating results from experiments that may ostensibly be studies in involuntary control. 

E. Discussion and Outline of the Report 

This study was primarily motivated by the development of an optical range-finding system 
based on the use of an axial vibration between a lens and a “receptor sheet,” namely a wide-area 
photocell on which the entire image falls. The nature of this system and its performance with real- 
world images are discussed inSec. II. It was the analogy of this axial vibration to the reported low- 
frequency (approximately 2 cps) variation in focal length of the human lens that motivated the pre- 
sent study. (This low frequency lens vibration should not be confused with the much higher frequency 
whole-eye tremors.) 
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Some accommodation data and discussion of the lens vibration is given in Sec. III. The 
operation of the optical ranging system depends on the use of a nonlinear photocell whose output 
is therefore sensitive not only to the totallight falling on it, but also to its distribution. In Sec. IV 
we speculate on whether the retina could be organized to operate in a corresponding way, i.e., as 
a sheet of nonlinear receptor elements whose outputs are linearly summed. It is concluded that this 
simple image-processing technique is not a likely candidate for the accommodation control system. 

Models based on the use of spatial derivativesover the sensitive retinal area are far more 
appealing. In Sec. V we show how a model based on summing the absolute magnitude of spatial 
derivative over the field is consistent with certain experimental results, but ‘has certain limitations for 
fine-focus control. In Sec. VI we consider how spatial derivatives can be obtained in neural circuits, 
and we conclude that there isprobablyagreater weighting on the peak values of derivative over the 
field. In Se. VII we consider the consequences of a model based on peak detection over the field 
and show how it is consistent with a relatively broad spectrum of experimental results. In Sec. VII 
we extend the model to try to account for certain chromatic effects. 

The material of Sets. V - VIII is primarily concerned with image-processing techniques for 
abstracting a measure of the state of focus. In Sec. IX we discuss how such an abstracted signal 
measure might be used for controlling the ciliary muscles. At this point it is important to note the 
interaction between accommodation control and eye movements. 

The involuntary saccads have an average amplitude close to IO’ of arc. Hence, even during 
fixation, the position of the image on which we are focusing performs quite a dance over the spec- 
ulated 30’ receptor region for accommodation control. It resembles somewhat the situation 
of attempting to focus a camera while standing on an abruptly jerking platform. We must therefore 
consider the effects that an eye movement-even amicrosaccad-can cause in the output signal due 
to transients in the image-processing network. A number of experiments involving simultaneous mon- 
itoring of eye movements and accommodation are suggested in Sec. IX. 

Although this study was initially aimed at evaluating the role of lens vibrations, it became 
apparent that an answer could be obtained only by attempting to develop a model for the entire 
control system. The data available in the literature are so scant and uncoordinated, however, that 
,attempts at model-making raise more questions than they answer. The models attempted here have 
nevertheless stimulated a number of novel experimental approaches which may help provide a more 
detailed and coordinated understanding of accommodation control. 

In any case, both the source and role of lens vibration are still not clear at the moment. 
In fact, in Sec. IX we have speculated on an entirely new notion regarding the “source” of the 
vibration; namely that it is a series of normal accommodation correction responses or “accommo- 
dation saccads,” and not a vibration in the usual sense at all. In Appendix II we have even spec- 
ulated on another potential function of the vibrations, namely that they increase the depth of field 
at the expense of a slight “softening” of focus over the increased range. This may be most impor- 
tant for strong accommodation (i.e. close-up focus) where the depth of field is nominally very small, 
but the vibrations are relatively large. 

The reader should bear the following in mind when reading this material: the focus-con- 
trol system evolved like any other biological system, and therefore we should not necessarily expect 
it to operate like a system that a human might design. Visual patterns are complex. Though we 
might be pleased to find that the system operates equally well with dark patterns and bright pat- 
terns, small and large patterns, point patterns and line and wide-area patterns, monochromatically 
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i!luminated patterns and white-light patterns, small magnitudes of defocus and large ones, and so 
on, it may be well that the system is better suited for some combinations than others; in fact, it 
may operate incorrectly with some combinations. 

In this connection, we might note the following observation by MacKay (1958): 

“One interesting side-effect which we arc studying is an apparent distur- 
bance of the accommodation reflex by the circular, i.e. concentric ring, pattern. 
A hair laid obliquely across its central region may sometimes defy all efforts to 
bring it into sharp focus, although against a plain background at the same dis- 
tance it becomes perfectly sharp.” 

In the development of models discussed in this report, there is an attempt to single out 
combinations of conditions that may lead to differing and perhaps unique results. Often a potential 
control function appears to change form beyond a range of + I diopter or so. This is of interest 
since many experiments are typically carried out with defocus stimuli in this range of magnitude. 
It may be that in some experiments the conditions are effectively just beyond the range where the 
control mode changes, and this may account somewhat for differences in reported results. For ex- 
ample, as noted in Sec. VII-D, Campbell and Westheimer found no errors in initial direction of 
focus correction, whereas Stark and Takahashi, in a nominally similar experiment, found almost 50 
percent errors, i.e. a random choice in initial direction of correction. In both experiments the de- 
focus magnitudes were typically I to 2 diopters. 

Finally, it seems appropriate in the way of introduction to include several quotes from 
Walls (1963) to put the reader in the proper frame of mind with regard to evolutionary aspects of 
the accommodation system: 

“As with peoples and their governments, vertebrate eyes get the kind of 
accommodation they descrvc. The degree of “eye-mindedness” in the subphylum 
sinks from the higher fishes to the amphibians, rises sharply in the reptiles, still 
higher to a peak in the birds and falls off woefully again in the mammals-with 
some recovery in the highest forms and a very considerable one in the squirrels 
and simians, to bc sure. The engineering efficiency of the accommodatory appa- 
ratus runs exactly parallel with thisvariation in the value set upon vision.” (p. 283). 

“The extent of accommodation is very low indeed in mammals-often 
zero- except in the primates. The cat, which is the nearest competitor of the sim- 
ians in this regard, has but half the accommodation of a thirty-year-old man and 
loses even this in old age. Human accommodation being‘tops’ for mammals (Beer 
found no more than ten diopters in any ape), it is desirable to turn back to the 
graph (Fig. 15, p. 35) showingitsextentat various ages. The senescent diminution 
of the power of accommodation in mammals is bound up with the accommodatory 
method itself. Certainly in the Ichthyopsida no such falling-off is to be expected, 
for the lens in these animals may become even harder with age than it is in the 
young, without this affecting the range of accommodation a particle. 

. . . A special situation arises in small-eyed mammals. The squirrels 
arc exceptional amoung the rodents, in having some accommodation, which we 
should expect from their diurnality and high visual acuity. The European squirrel 
may be emmetropic or as much as one-half diopter hypcrmetropic, and can ac- 
commodate from one to one and one-half diopters. As the size of the eye dimin- 
ishes from that of a cat to that of a mouse, the increasing (relative) size and 
firmness of the lens and its (relative) recession toward the retina results not only 
in the reduction of accommodation from a coupleof diopters to nothing, but also 
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in an increase of the hypermetropia from a half-diopter or so to five, seven, even 
ten diopters. + . . The cerebral images of mice and the like are so crude at best, 
that the eye is useful more for recording the intensity and direction of light, and 
the motion of large objects in the visual field, than for discrimination of pattern. 
In such animals, the ‘nose knows’ far more about the environment than does the 
eye.” (p. 287). 

As one reviews the evolutionary history of the accommodation system it appears that 
every conceivable optical configuration has been “tried” in some specie or another, starting with 
the pin-hole eye of the nautilus. The history makes an interesting tale indeed, and one that tends 
to restrain jumping to quick conclusions about the value or cleverness of any particular design, at 
least before seeing how it fits the larger picture. For example, it is often commented that the near- 
reflex of the eye (increased convergence, increased accommodation, and narrowing of the pupils for 
a close object) is a perfectly reasonable and useful form of response. Yet . . . “In the dog, accord- 
ing to Nicolas, the accommodation reflex works backwards- the pupil dilating for near, contracting 
for distant objects; and there is no consensual reflex. These peculiarities have yet to be explained.” 
(Walls, p. 156). 
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Ii ROLE OF VIBRATION IN OPTICAL RANGE FINDING AND AIMING 

Relatively simple techniques for optical range-finding and optical aiming have been de- 
veloped which involve the use of a wide-area nonlinear photodetector and certain modes of vibra- 
tion in the optical system (Bliss and Crane, 1964, 1965). Development of these techniques is what 
led to the present study of the possible role of the microfluctuations (vibrations) of the lens in the 
human accomodation system. These optical techniques are briefly reviewed in this section. 

A. Nonlinear Photocell 

Consider a wide-area photocell, in which the photoconductive material is sandwiched 
between a pair of parallel electrodes, one of which is transparent, as shown in Fig. II-I. Let the 
illuminance of the photoconductor be denoted by I(x,yj, where coordinates x and y are as shown 
in the figure. If we assume that the conductivity at any point of the photoconductor is some func- 
tion g of the illuminance at that point,i.e., g=g[l(x,y)l, and if we assume a thin uniform cell, then 
the total conductance of the cell is 

G= II g[l(x,y)ldxdy, 
A 

(11-l) 

where A is the area of thephotoconductive material. With constant applied voltage, current through 
the cell is proportional to total conductance, and we can, therefore, use cell current as a monitor 
of cell conductance. Our primary concern is with the manner in which this conductance, or cur- 
rent, varies with the axial position of the photocell behind the lens. 

f (x,y) 
I fY / 

TRANSPARENT .’ 
ELECTRODE 

PHOTOCONDUCTOR “0 

METAL 

E LECTROOE 
RA-444.141-41 

FIG. II-1 PHOTOCELL CONFIGURATION 
T-Transparent Electrode 
P-Photoconductor 
E-Metal Electrode 
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Consider a simple point source of light and the resulting cone of light formed by the 
lens, as shown in Fig. II-L. The photocell intercepts this cone of light at a distance z from the 
point of focus. For a linear photoconductor material, we can write g= kl(x,y), where k is a con- 
stant, so that Eq. (II-l) reduces simply to 

G=k I(x,y) dxdy =kL,, (11-2) 

PHOTOCELL 

FIG. II-2 OPTICAL ARRANGEMENT FOR CALCULATING G(z) 
S-Point Source 
P-Photocell 

whereL,.represents the total light flux falling on the cell. In other words, with a linear photocell, 
total conductance depends only on the total flux of light and not at all on its distribution. 

With a nonlinear photocell, one characterized-for example- by the relation 

g=kU(x,yW’, (11-3) 

the conductance depends not only on the total light but also on its distribution. For p<I, a plot 
of conductance vs. the position of the photocellalong the z axis is an even function of z as shown 
in Fig. 11-3(a) and has a minimum at z=O. For p>l the conductance has a maximum at the origin. 
Forp=l(i.e., a linear cell) G is, of course, independent of cell position. 



G z,<-AZ 

z. -0 

--I ocz,<Az 

$ 

z,=o 

I 
Z,>AZ 

2Az 
Go’ I-I - * 

(a) (b) 
RA-646541-43 

FIG. II-3 G(z) AND G(t) CURVES 
(a) G(z) Curve for p< 1 
(b) G(t) Curves for different values of z. Peak-to-peak 

amplitude of photocell vibration is 2Az. 

B. Role of Vibration 

We see then that a nonlinear photocell is sensitive not only to total light but also to 
the light distribution. Suppose now that we vibrate the photocell axially about an average position 
z=zo , and with a peak-to-peak amplitude 2Az. IfAz< z, , I I the photocell never crosses the image 
plane and the resulting variation in conductance is sinusoidal (assuming for the moment a linear 
G(z) curve). IfAz>lz, 1 the photocell crosses the image plane, the signal “folds over” as in Fig. 
11-3(b), and even harmonics are introduced into the signal. For z,=O , the photocell vibrates cx- 
actly about the image plane and there is no fundamental at all in the output signal. 

By monitoring the phase of the fundamental we can therefore sense direction of defo- 
cus, and by monitoring “fold-over”, or even-harmonic content, we can obtain a measure of the 
magnitude of defocus. Operating in this mode, the G(z) curve should bc as linear as possible away 
from the origin, and the discontinuity at the origin should be as sharp as possible. Actually, a 
linear G(z) curve away from the origin is possible only for a point source and an exponent ~=f, 
assuming the photocell model of Eq. (H-3). Also the G(z) curve is an exact even function of z 
only for a point source, though G(z) curves for two-dimensional objects closely approximate cvcn 
functions, especially if the image size is small compared with lens size. 

Derivation of G(z) curves (for z ~0) for a point, a line, and a disk are briefly out- 
lined below. The result for the point source is used in Sec. III. These derivations are abstracted 
from Bliss and Crane, 1964. Experimental results for a complex pattern are indicated in Sec. E. 
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C. Point Object 

Figure II-2 shows the coordinate system and geometrical relations for this case. The 
image occurs at a distance V from the lens, which has a radius R. The total light flux intercepted 
by the lens is Lp Neglecting diffraction effects, a screen placed in the image plane intercepts a 
sharp point of light. Removed a distance z from the image plane, the screen intercepts a circle 
of light of uniform illuminance Lz where 

(11-4) 

Over the circle of light, the photocell conductivity is 

g=kI,q (H-5) 

or the total conductivity is simply 

(11-6) 

where P = V/~R is approximately equal to theflnumber of the lens (for relatively large object dis- 
tanccs,YZf,the focal length). Thus, G is proportional to z~“-~‘,so that for ~~0.5 the cell con- 
ductance is linearly proportional to z. 

For the case of a square lens aperture, the factor ~14 is replaced by unity and Eq. (11-6) 
reduces to 

(11-7) 

This equation is intuitively reasonable. It is basically a product of an illuminance raised to the 
power p, and an area (note that z/f*is the length of a side of the intercepted square cone). For 
p=l ;Eq. (11-7) reduces to kL r.; that is, the cell is linear and G is independent of z. 

It is important to note that Eq. (11-7) is unchanged if the object is moved off axis, 
Thus the G(r) curve is independent of whether the point source is on-axis or off-axis. Extension 
of this result to objects other than a point source gives the important result that the photocell 
conductance is nominally independent of the angular position of. the source objects. That is, this 
ranging is not limited to on-axis objects. 

D. Line and Disk Objects 

Let us now consider a line image of length 20. We can visualize a cone of light ex- 
tending to each point of the image. The light in any particular cone emanates from a corres- 
ponding point of the source. Out of focus (i.e., in any plane other than the image plane), the 
resulting light pattern is due to the overlap of light from neighboring cones. If the light from 
the source is noncoherent, then the illuminance at any point is the sum of illuminance contribu- 
ted from each cone. 
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Assuming again a square lens, we find the illuminance in an out-of-focus plane to be 
uniform over a width 2~ and over a length 2x; it fa:!s to zero linearly over a length w on each 
end. (If the lens were circular, the intensity would vary across the width, the intensity taper at 
the ends would not be linear, and the integrals would be much more complex than with a square 
lens.) Following the same form of derivation as for the point source we find the total conductance 
to be 

(11-8) 

Now for small vibrations (i.e., Z-XV) where we can neglect z/y, the expression in the right-hand 
brackets reduces to unity and we have 

G=k:[L,/2D(z/f+)l~2D(z/f’). (11-9) 

This equation is reasonable, since for small z the length of the defocused line remains essentially 
constant and equal to 20, whereas the width increases as. (z/l’), that is, linearly with z. Thus 
2D(z/f*) approximates the area of the intercepted light. 

In practice we could not expect Eq. (11-8) to hold as z approaches zero because the il- 
luminance becomes very large, and the photocell model of Eq. (11-3) can at best hold over a 
limited range of illuminance. For z=O, Eq. (11-8) predicts that G=O or G=oo for p<l and P>I, re- 
spectively. 

We have been able to treat the point and straight-line image with an exact analytic treat- 
ment. For any two-dimensional object, however, exact analysis is difficult. The simplest case is a 
uniformly illuminated circular disk object and a circular lens, in which case the defocus patterns 
are independent of rotation. For example consider the arrangement of Fig. 11-4(a) in which we 

p,+ PLANE 

I r,8 PLANE 

t INTENSITY 

I 
0 

(a) (b) 
RI-4213-W 

FIG. II-4 COORDINATE SYSTEM AND GEOMETRICAL RELATIONS FOR A CIRCULAR 
DISK OBJECT. 
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have a circular disk image .of radius X. In a plane removed a distance z from focus, the defocus 
image is a uniformly illuminated disk of radius E, surrounded by an annulus where the intensity 
falls off to zero at radius E,. The intensity profile then is as indicated in Fig. 11-4(b). Note that 
the intensity does not fall linearly from E,, to El. 

Methods for calculating the exact form of the defocussed edge are discussed in Appen- 
dix I. Assuming a linear transition edge, however, in order to simplify the analysis, and assuming 
again that z/l&l, we find 

(II- 10) 

where /3is a constant depending on p, R, and X, from which we see that G(z) is proportional to 

[l- (z/V) 1-O [l-p (,,,]2 (11-l 1) 

In summary, we see that the G(z) function for a point source is a sensitive function 
of defocus distance, namely z2. For a line source, the dependence is basically of the form z(l-$) , 
or simply z, for z<< V. For a disk the dependence is even weaker, being of the form (1-p $)‘where 
p depends on the relative size of the image and lens. Though we will not be concerned with this 
particular form of detector system in the later models that we develop, the difference in functional 
dependence for zero, one, and two-dimensiohal objects (i.e.,points, lines and disks) will be similar. 
(For the retinal patterns that we will beinterested in, any two-dimensional image will be very much 
smaller in extent than the lens opening, in which case the constant p in ECq. (II-II) would be 
equal to unity.) 

E. Nonideal Pictures 

For simple objects we can calculate or estimate the G(z) curves, at least for a relatively 
simple photocell model. For a complex picture, however, the difficulty of analysis is obvious be- 
cause of the complexity of the defocus patterns. In Fig. II-5 we show that the technique is never- 
theless applicable to more complex pictures. Shown side by side are actual photographs of the 
image falling on the photocell and the corresponding electrical signals obtained directly from the 
photocell. The optical system consisted of a 35 mm diameter, 56 mm focal length acromatic lens 
vibrated axially with a peak to peak swing of a little less than 1 mm. The average position, i.e., 
zO was adjusted for focus at 6 feet. With the front “surface” of the man substantially at 6 feet, 
there. is a strong double frequency signal. At 5 feet and at 7 feet the signal is primarily fundamen- 
tal, and with opposite phase as predicted. With the man removed to infinity, just the distant out- 
of-focus parking lot remains and the output signal is highly sinusoidal. We see that these signals 
could be readily processed for detection of objects within a fixed range, or for automatic focus. 

F. A Comment on Aiming 

We might note that with a rotational mode of vibration, as suggested in Fig. 11-6, in- 
stead of an axial vibration, the same wide-area nonlinear photocell is useful for determining 
angular displacement of a target, or as an input processor for an automatic aiming system. The os- 
cilloscope pictures of Fig. II-6 are for a peak to peak rotational vibration of a few degrees. We 
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IMAGE ON THE PHOTOCELL 
(Lens fix-focused at 6 ft) 

PHOTOCELL SIGNAL 
(In Synchronism with the 

Vibration Driver) 

FIG. II-5 PHOTOCELL SIGNALS FOR DIFFERENT DISTANCES BETWEEN 
OPTICAL SYSTEM AND AN APPROACHING MAN 
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VIBRATION a(f) 

FIG. II-6 PHOTOCELL SIGNALS FOR DIFFERENT ANGULAR DISPLACEMENTS 
OF A POINT OBJECT 
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see from the central figure that with the object (in this case a point source) directly on axis we 
have a strong double-frequency signal. As the object is moved progressively off-axis the signals 
progressively pass toward the fundamental, but of opposite phase on either side of the axis. The 
signal changes from a double-frequency sine wave to one having the appearance of a half-wave 
rectified sine wave with an angular displacement of only 1.3’ of arc. For a further discussion of 
this mode of operation see Bliss and Crane, 1965. 





III VIBRATION IN THE HUMAN ACCOMODATION SYSTEM 

A. Introduction 

To obtain a physical measure of the state of focus, we have argued the need for a mul- 
tiple sampling of the three-dimensional image space. Thiscan be effected by axially moving a single 
receptor sheet, or by using several axially displaced receptor sheets simultaneously. With physical 
optics, the former technique .is readily applied, as described in the previous section. Physically ar- 
ranging for a number of different sheets is more difficult. In physiological optics, systems based on 
both movement and multiple sheets seem to have been employed. The multiple sheets are in the 
form of the three color layers. Although these layers are physically within the same retinal plane, 
the three layers are in effect displaced from each other by almost one diopter, because of chromatic 
aberration. We will discuss chromatic control in Sec. VIIIin terms of a model derived in Sec. VII. 

For a physical movement to be useful in the measure of focus, it is necessary to have 
some processing system which is sensitive to the effects of the movement. In the words of Fender 

w-4 P. 27), 
I‘ . . . the accommodative mechanism has a steady “hunting” motion superim- 
posed on it that continually lengthens and shortens the focal length of the lens. 
Depending on the location of the object being viewed, a change in one direction 
will improve an out-of-focus image and a change in the other direction will wors- 
en it; this information is fed back to steer accommodation in the direction of 
sharpest focus.” 

A primary question with regard to this hunting is just what measure of the output im- 
age is “fed back to steer the accommodation.” As to the lens vibration serving as a hunting 
mechanism, we must ask whether the amplitude is adequate for the purpose and whether it is 
present at appropriate times. The data gathered thus far about this vibration, and the manner in 
which it jibes with the models developed in subsequent sections, make it appear at least a reason- 
able candidate, though additional experimental results are required for a more definitive answer. 

In the next three sections we review some of the available data on lens vibration and 
accommodation response in general. 

B. Accommodation Vibration Data 

Campbell, Robson, and Westheimer (1959) showed the accommodation fluctuation spec- 
tral plots of Fig. III-l, derived by autocorrelation processing of continuous recordings of accom- 
modation variation. The recordings were made with a continuous;recording optometer (for details 
of the optometer design see Campbell and Robson, 1959). Of special interest is the peak appear- 
ing at about 2 cps. Growing numbers of investigators during the past ten years have been report- 
ing fluctuations of lens power, particularly in this frequency range. Some data regarding this 
vibration are: 

1. The amplitude of oscillation is typically reported at a couple to a few tenths of a 
diopter. It must be kept in mind, however, that all optometer results to date are for 
focus measurements in a single meridian only. The effective amplitude of vibration 
may therefore be larger than generally reported. 
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2. Arnulf and’ Dupuy (1960) report a monotonic increase in amplitude with accommo- 
dation magnitude, reaching a peak-to-peak amplitude of 0.7 - 2.0 diopters for one sub- 
ject accommodated to an average value of 6.8 diopters, Fig. 111-2, though exactly 
what components are included in this fluctuation measure is not clear from the article. 

3. The oscillation amplitude is greatly reduced (as Seen in Fig. III-l) if a small artificial 
pupil is inserted in the optical path, with the illumination increased to maintain con- 
stant image intensity. Thus, the fluctuations are not simply the result of closed-loop 
instability involving the depth-of-field dead zone. Warshawsky (1963, p. 10) reviews 
some of the arguments regarding stability of the accommodation (and pupillary) con- 
trol system. Stark (1965), on the other hand, concludes that the vibration is a control 
system instability. 

I 
I 
I 

--- I mm pupil 

I - 7 mm pupil 

k - \ 
FIG. Ill-l FREQUENCY SPECTRA OF 

SMALL-LARGE PUPIL 
EXPERIMENT 
Source: Campbell, Robson, and 
Westheimer (1959) 

FIG. Ill.2 

0 I 2 3 4 5 6 7 0 

MEAN VALUE OF ACCOMMODATION - dioptrrr TA-‘a*-2* 

MEAN VALUE OF ACCOMMODATION FLUCTUATIONS 
AS A FUNCTION OF THE AVERAGE VALUE 
OF ACCOMMODATION 
Source: Arnulf and Dupuy (1960) 
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4. Using twocontinuous-recording optometers it was found that time plots of focal vari- 
ation are highly correlated in both eyes (Campbell, 1960, p. 738). 

5. Campbell (1960, p. 738) showed that the amplitude of oscillation was not significantly 
different with monocular and binocular viewing. 

6. If the position of an object is vibrated axially along the visual axis, the spectral plot 
shows the position of the spectral peak shifting to exactly match the frequency of the 
object movement. This tracking occurs at least between ih and 3 cps. The accommo- 
dation tracking response, in other words, is not in addition to the nominal 2 cps 
peak, but rather the peak shifts so that only a single peak appears in the spectral 
plot. Campbell, Robson, and Westheimer (1959, p. 587) report an average response 
delay of about 0.4 set independent of frequency. 

7. Drugs, such as homatropine, which anesthetize the ciliary muscle, also eliminate the 
vibration component. 

8. Arnulf and Dupuy (1964)) apparently found a rather large component of astigmatic 
variation in these vibrations. This adds other possibilities in focus control, and is 
commented on further in Sec. III-F. 

C. Reaction Time 

According to Campbell and Westheimer’s results (1960), reaction time for a far-to-near 
response is 0.36 + 0.09 msec, and for a near-to-far response is almost identical at 0.38 f 0.08 
msec. (Reaction time is measured as the interval between stimulus change and the start of an ac- 
commodation correction.) Typical responses are shown in Fig. 111-3(a). The response itself may last 
0.6 set or more, and sometimes much longer. 

This is a very long reaction time. Alpern (in Davson, Vol III, p. 192) notes that the 
accommodation reaction time is three times as long as the shortest reaction time for a saccadic 
shift of gaze between two objects at the same distance from the eyes. It is almost twice as long as 
the reaction time of a fusional vergence movement. Campbell and Westheimer (1960, p. 292) noted 
that the pupil response associated with an accommodation correction (part of the “near reflex”) is 
also long. In one particular result in which accommodation reaction time was 0.30 set, pupil re- 
action time was 0.32 sec. This compares with a pupil reflex to simple light intensity change of 
about 0.24 sec. 

Campbell and Westheimer show accommodation responses to sinusoidal stimuli, pulse 
stimuli, and slow ramp stimuli (1960). An interesting result regarding a step change in object dis- 
tance, without the normal accompanying change inimagesize, is that the response was not smooth, 
but consisted of a number of step-like responses separated by time intervals of the order of a reac- 
tion time, Fig. 111-3(b). (This condition is achieved with an optical arrangement in which the effec- 
tive size of the target alters with changing distance so as to maintain a constant angular size.) 

If the accommodation reaction time of about 0.39 set is “three times that of a saccadic 
movement ,” this means that it is about 250 msec longer, and 250 msec is exactly a half period of 
a 2 cps wave. Could we use this as an argument for a relevant role of the vibration? We pursue 
this point further. 
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TA-1414-L7 

FIG. III-3 RECORDS OF ACCOMMODATION RESPONSES 
(a) Responses to a 2 diopter step stimulus and return to 

zero level of accommodation. Upward movement rep- 
resents far-to-near accommodation. This record is an 
example of single-sweep accommodation response. 

(b) Typical responses to a 2 diopter step stimulus and return 
when targets change only in focus and not in size. 

(c) Responses when a far visual stimulus is replaced by an 
identical one at a nearer optical distance for various time 
intervals presented in random order (rectangular pulse stimuli) 

(d) Response as a target’s optical distance is gradually changed 

Source: Campbell and Westheimer (1960) 

D. Conscious Perception of Blur 

Campbell and Westheimer (1958, p. 18), using a 3 mm artificial pupil and a high con- 
trast object on a white background tried to find the sensitivity to blur as a function of defocus 
amplitude. Their results are shown in Fig. 111-4. In this experiment, the object distance is vibrated 
at 2 cps about an average position, the amplitude of vibration being under control of the subject. 
Along the abscissa is plotted the average magnitude of defocus. The ordinate records the amplitude 
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of sinusoidal distance vibration at whkh the subject could just consciously perceive some change 
over the cycle. Note that the subject could tolerate much larger vibration amplitude with optimum 
focus. This is explainable in terms of the spread function of light. 

INDUCED MYOPIA 1 INDUCED HY PEROPlA 

Ll~“l~‘~‘~““~~~“I”“~““~‘l 
3 2 I 0 I 2 3 

TA-0454-50 

FIG. Ill-4 THRESHOLD AMPLITUDE OF SINUSOIDAL DISTANCE 
VIBRATION TO DETECT BLUR AS A FUNCTION OF DIFFERENT 
AVERAGE VALUES OF DEFOCUS 

Source: Campbell and Westheimer (1958) 

Westheimer (1963, p. 92) using a 3 mm pupil, and with the eye at best focus, estimated 
the spread function to be that shown inFig. 111-5, which shows the transverse intensity distribution 
of a fine-line image on the retina in best focus. Their measurements showed that the spread func- 
tion with a 6 mm pupil and best focus is just slightly worse than for the 3 mm case. 

LINE-SPREAD FUNCTION 

3mm PUPIL, BEST FOCUS 

664202468 

MINUTES OF ARC 
TA-5454-21 

FIG. Ill-5 LINE-SPREAD FUNCTION IN LIVING 
HUMAN EYE FROM MEASUREMENTS 
OF REFLECTED AERIAL IMAGE 
OF LINE FILAMENT 

Source: Westheimer (1963) 
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Using this spread function we can sketch the imaging of a point object as in Fig. 111-6. 
For a 3 mm pupil, a 1 diopter focal change (out of a total refraction of about 60 diopters) will 
lead to a blur disk of 1/6Oof3 mm, or about IO’ of arc, as indicated in the figure. If we assume 

TI-,4,4-T 

FIG. Ill-6 GEOMETRY OF. FOCUS FOR A POINT OBJECT, JNCLUDING 
APPROXIMATION TO ACCOUNT FOR SPREAD FUNCTION 

Source: Campbell (1954) 

the spread function to have an effective diameter of about 3’, then we would expect a relatively 
constant blur diameter of about 3’ over a range from + 0.3 diopters to - 0.3 diopters. Thus, it is 
not surprising to find a tolerable vibration amplitude on the order of 0.6 diopters about optimum 
focus. (Campbell and Westheimer do not record whether the ordinate is the peak value or peak-to- 
peak value.) Vibrating about an average defocus of about 0.3 diopters, however, we would expect 
a decrease in tolerable amplitude, since there would tend to be an image variation on each half 
cycle of vibration. 

No further comment can be made here regarding the monotonic decrease in amplitude in 
Fig. III-5 up to a defocus amplitude of a diopter or so, since the authors do not note just what 
form of object pattern was used. The result would be reasonable, however, tiy for a bar pattern. 
Following the discussion of Appendix I, we see that the critical cross-over point A for a bar would 
occur at a defocus of about one diopter for the case of a 3 mm lens and 10’ bar pattern. We 
would suspect great sensitivity in the region of the cross-over point, which in some respects repre- 
sents a pseudo point, or rather thin-line focus; for a given percent axial change there is a large 
percent change centered about the plane containing Point A. 

E. Discussion of Vibration Role 

The presence of a 2 cps accommodation vibration was initially interesting from two points 
of view; first, that it might offer an explanation for detection of the polarity of focus error, and 
second that it might explain at least part of the very long reaction time (in terms of having to cor- 
relate the signal over a significant portion of the cycle- i.e. in connection with Fig. 111-6, to de- 
termine the input-output phase relation, or the relation to the central flat zone.) We have since 
conceived of a third possible function, which has to do with increasing the effective depth of field 
(this possibility is discussed in Appendix II). At this time, however, none of these roles has been 
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completely verified. Although the theoretical models developed later in the report lead to a new 
hypothesis regarding the source of these vibrations, the models do not provide any new method of 
interpreting existing data to verify the role of vibration. It is hoped, however, that the new exper- 
iments suggested by these models will help develop more definite answers. 

We might note that Stark (1965, p. 65) has completely written off any vibration role. He 
comments 

6‘ . . . no better than chance results were obtained; thus providing direct experi- 
mental evidence against this mechanism for phase-sensitive detection to obtain an 
odd-error signal. These oscillations must rather be viewed as a non-functional indi- 
cator of the nonlinear characteristics of the accommodative servomechanism 
described in the preceding paper.” 

He draws this conclusion primarily because under certain conditions of step changes in 
target distance, he found that subjects operated at about the 50 percent level (i.e., essentially ran- 
domly) with regard to the initial direction of accommodation correction. They apparently were not 
able, in other words, to determine polarity of accommodation error on the basis of phase. We do 
not feel that we can write the oscillation off too quickly, however, because in terms of the proc- 
essing models developed later in the report, we might well expect significant difference in perform- 
ance with large and small step changes in target distance, with the transition occurring in the I to 
2 diopter range. In Stark’s experiments, he typically reports +2 diopter step changes. The subject 
of incorrect initial response is discussed further in Sec. VII-D. 

Another point regarding the lens vibration is in connection with dynamic astigmatic 
effects. The annulus-shaped ciliary muscle is ennervated by a number of different sections of nerve 
radiating from the penetration point of the optic nerve through the retina. Though the control sys- 
tem may be such that the pull from each section is equalized to minimize astigmatism in steady- 
state, any significant difference in reaction time of the various muscle sections would lead to at 
least a transient astigmatism. A 125 msec difference in the response of horizontal and vertical sec- 
tions, for example, would result in a 90” time difference and therefore to a smooth rotational 
astigmatism effect. (Arnulf and Dupuy (1960) report that accommodation vibrations are in fact 
mainly astigmatic.) This too leads to interesting possibilities for focus control, though we have in- 
sufficient data to pursue this topic in any greater detail. For comment on application of rotational 
effects in pattern processing see Bliss and Crane (1964), though discussion in this referenca is in 
terms of a rotating lens slit, the arguments are readily adapted to the case of a rotating cylindrical 
lens. 

A point of interest is the concentric ring illusion of Helmholtz. In this illusion there 
seems to be a rotational sensation of a number of radial zones in the pattern. MacKay (1958, 
p. 362) suggested that the illusion is really a Moire pattern effect, due to superimposing of the 
pattern on recent after-images of the same pattern at slightly different locations. Campbell and 
Westheimer (1958, p. 362) suggest, however, that it is due to the accommodation vibration, since 
when focused at infinity, or with a small artificial pupil, or with homatropine, the illusion dis- 
appears. These are all conditions in which the vibration amplitude becomes negligible. The rota- 
tional effect of the illusion is interesting in connection with any hypothesis regarding the rotational 
astigmatic effect of the rotation. 

23 





IV IMAGE PROCESSING BASED ON NONLINEAR RECEPTORS 

As for image processing, we derived a technique in Sec. II that worked well, at least for 
nonlinear photocells. In this section, we try to evaluate the role of the nonlinear retinal cells in a 
similar wide-area, nonlinear photocell role. We conclude that Jhis technique is not a likely candi 
date to explain actual accommodation control, although wecannot be sure that it is not in at least 
some way involved. Starting in Sec. V, we develop a different image processing model that seems 
far more appealing. 

A. Receptor Cell Nonlinearity 

For our purposes now, let us assume that the central retinal region of, say, 30’ diameter, 
is made up of identical nonlinear receptor cells whose outputs are linearly summed, in the manner 
of Eq. (II-I). It is typically reported that the basic cell response is approximately logarithmic over 
a relatively wide range of light intensity. However, the analysis is simpler for exponential power 
functions, in which case the equations of Sec. II can be directly applied. Let us assume then a less 
strongly saturating response function of the power type. In particular, let us assume that the basic 
response is of the form 

g&l”*; (IV-l) 

I.e., p = 195 in Eq. (B-3) 

B. Small Object; Point Source 

Assume that a point object is brought to focus in the center of the receptor area. We 
wish to determine the G(z) curve in the manner of Fig. 11-3. In the present case, we will measure 
z in diopters and G will be a measure of the output function, not conductance as in the case of 
the photocell. Changes in focus due to any cause are shown in terms of an equivalent retinal 
movement, for ease of illustration. 

For small magnitudes of defocus, the point pattern remains completely contained on the 
finite receptor sheet. Assuming an ideal point image in focus, we can directly apply Eq. (II-6), in- 
serting for p the assumed value l/2. Thus, we have 

G=k,lzl ; (IV-2) 

that is, G is a linear function of defocus magnitude. 
The image, if initially centered, remains completely contained on the receptor sheet up to 

Position C in Fig. IV-l(a). Beyond that, e.g. in the region of position D, the function changes be- 
cause the defocused image is now larger than the receptor area. The resulting functional form is 

that is, a hyperbolic relation, as shown in Fig. IV-l(b). The cross-over point z, is the magnitude 
of defocus that makes the blur circle just equal to the receptive diameter. This is assumed to be 
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30’ of arc, or 150~ (assuming Y of arc corresponds approximately to 5~ on the retina). By 
simple geometry, we see that ze is closely approximated by 

z,=tDR/DJF, (IV-4) 

where DR is the receptor field diameter, DL is the pupil diameter, and F is the total refraction. 
For D,=4 mm and F=60 diopters, z; =2 diopters. For a larger pupil, or smaller effective re- 
ceptor field diameter, the critical defocus distance would be smaller. Assuming a point spread 
width of about 3’, the magnitude of defocus to reach Position A is approximately 0.2 d’iopters. 

I (a) 

I 
.$I I c” 

(cl (d) 

FIG. IV-1 G(z) CURVES FOR DIFFERENT LOCATIONS OF A POINT SOURCE 
ON A FINITE RECEPTOR FIELD 
(a) Centrally located 
(b) Off-center 

Erroneous Response.The compound curve of Fig. IV-l(b) hascertain interesting features. 
For small vibrations about an average defocus less than I to 2 diopters, the phase of the output 
signal with respect to the lens vibration could readily determine the polarity of defocus, as dis- 

cussed previously. But beyond z, the phase reverses. Thus, using phase to determine direction of 
error with this type of processing could actually give wrong results for large defocus. 

Another point of interest is the fact that there are three regions of zero slope in 
Fig. IV-l(b). If optimum focus is nominally obtained in terms of reaching a zero slope region (gen- 

erally about z=O),then the system could possibly stabilize at incorrect zero slope positions. 
Off-Center Image. The curve of Fig. IV-l(b) was derived on the basis of a point-source 

object exactly centered on the receptor region. In the course of fixation, however, we know that 
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the image wanders considerably. Let us consider how the curve changes with lateral movement of 
the image over the receptor region. 

If the receptor field is lower, so that at Position C it is as indicated in Fig. IV-l(c), then 
to the right of Position C” and to the left of Position C’, the G(z) curve is the same as. for the 
centered image. (Position c’ is as far to theleft as Position C” is to the right of Position C.) Be- 
tween Positions C’ and C” there is a connecting curve labeled A in Fig. IV-l(d). 

If the in-focus point source is located exactly at the edge of the receptor field, and if 
we assume a square-shaped lens and square-shaped receptor area, then the “connecting curve” has 
exactly half the slope of the original linear curve (curve labeled B in Fig. IV-l(d). ) Beyond Position 
C the curve is flat until it reaches the hyperbolic region. The reason for the flat region is that be- 
tween C and 2C (i.e. twice the distance to C) the net area increases linearly with z; to the right of 
C the area grows as z* to the left of 2C the area is constant. 

If the initial in-focus point is beyond the edge of the receptor field, then the G(r) curve 
is of course flat for some region on either side of z=O. 

C. Discussion 

With point images completely contained within the small receptor field, we see that we 
could obtain some suitable control information simply by linearly summing the outputs of indivi- 
dual, nonlinear receptor cells. At least for small magnitudes of defocus the polarity of response 
according to Fig. IV-l(b) could’guide the focus control in the proper direction toward z=O. How- 
ever, we see also the possibility of wrong polarity of response for too large a defocus step, and 
we find other potential stable points. 

The success of simply summing the outputs of individual nonlinear cells depends upon 
having very uniform receptor response, and upon the total light in the field remaining sufficiently 
constant so that changes in total illumination do not cancel the relatively small effects from the 
changes in light distribution. The latter condition is especially difficult to maintain with large ob- 
jects. Consider an extended contrast edge crossing the finite receptor field. If there were no lateral 
displacement as focus varied, the total light falling on the field would remain substantially constant. 
With any lateral shift in position, however, there would be significant change in total light; an in- 
crease in total light with a shift in one direction and a decrease in total light with a shift in the 
other direction. 

Although it is instructive to see that such a simple summation of individual receptor 
outputs could, in principle, yield proper control information, it seems highly unlikely then that such 
a simple circuit approach is all that is involved in visual accommodation control, and for this rea- 
son we do not pursue the analysis for more complex image patterns. If this method is in fact used, 
it seems likely that it could be useful only for images which are small compared with the hype 
thetical size of the receptor field. We would have to conclude that the system would be relatively 
useless for larger patterns. Should our assumption of a small receptive field prove erroneous, then 
we would still be faced with the need for considerable receptor uniformity over a large field, and 
this is equally unappealing. 

In view of these conclusions, it is important to look for other image processing possibi- 
lities. In particular, we are led to search for processing based on spatial derivatives of the light 
pattern. This is the topic of the following section. 
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V IMAGE PROCESSING BASED ON TOTAL SPATIAL DERIVATIVE 

A. Discussion 

In the previous section, we found that a linear summation of the outputs of nonlinear 
cells dispersed over a confined receptor region would be of only limited usefulness in general fo- 
cus control. We would like now to investigate the role of spatial derivatives of the input light 
pattern. Since the effects of blurring and defocus are to reduce the high-frequency spatial com- 
ponents in an image, processing based on spatial derivatives seems reasonable. 

In the two following sections we will discuss some interesting resulfs of Campbell, in 
which he determines light-thresholds for automatic accommodation response with a large range of 
object size and a large range of defocus. We will show that a model based on the assumption of 
a limited fovea1 region and two-dimensional summation of the magnitude of two-dimensional spatial 
derivative over this surface leads to remarkably good prediction of the form of Campbell’s results. 

We will see, however, that this model cannot explain fine-focus control. A model based 
on peak amplitude of the spatial derivative field is then shown (in Sec. VII) to be more consistent 
with both the gross details and fine-focus requirements. Although the latter model is the more inter- 
esting at the moment, the exercise of explaining Campbell’s light-threshold results on the basis of 
both models is instructive since a certain interesting feature of the result is explained completely 
differently in the two models. 

In this section we assume the availability of processing circuitry to obtain pure spatial 
derivatives. (In Sec. VI we discuss the possibility of obtaining spatial derivatives with neural cir- 
cuitry.) To be definite, we assume a first spatial derivative over the receptive field. The relevant 
measure is the integral of the absolute magnitude of the derivative over the entire field. Suppose, 
for example, that a defocused edge falls across the field. Then the derivative will everywhere have 
the same polarity, and the integral of the derivative over the field will (except for an arbitrary 
constant) simply be equal to the total light intensity. If instead of a single edge, however, we fo- 
cused a bar across the field, then the derivative would have opposite polarity at the two edges, 
and integrating the absolute magnitude would result in a “measure of derivative over the field” 
that would be twice the value obtained with only a single edge. 

The interesting predictive value of this model depends on the finite size of the receptor 
field, again assumed to be 30’ in diameter. The width of a blurred edge reaches 30’ of arc for 
surprisingly small magnitudes of defocus. Because of the truncated integration when the edge is 
actually wider than the receptive field, the integral of the derivative is no longer simply related 
to the total light intensity. It is precisely this variation in the integral which can explain the large 
range of data. 

In this section we will use the following quantitative assumptions: 

a) an average refraction of 60 diopters 
b) an average lens-to-retina distance of 17 mm 
c) that I’ of arc corresponds to 5~ on the retina 
d) an average pupil diameter of 8 mm. 
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B. Light Intensity Threshold as a Function of Pattern Size. 

Campbell (1954) performed a simple and clever set of experiments to determine the ef- 
fect of pattern size on the minimum illumination required to elicit an accommodation response. 
His results are summarized in Fig. V-l. In these experiments a circular disk, uniformly illuminat- 
ed and of varying diameter, is placed far from the subject. The plot in Fig. V-l shows the mini- 
mum illuminance of the disk required to elicit an accommodation respdnse to a -3 diopter lens 
rapidly inserted in front of the eye after the subject was focused on the disk. 
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FIG. V-l RELATIONSHIP BETWEEN 
TEST OBJECT SIZE AND 
THRESHOLD LUMINANCE 
FOR ACCOMMODATION 
REFLEX. A, B, and C 
represent predicted functional 
relations according to our 
model, for three different 
ranges of object size. 
Source: Campbell (1954) 

To calculate the profile of a blurred edge, it is only necessary to integrate at each point 
the total contribution from all possible blur disks. The result for the particular case of a uniformly 
illuminated circular disk and circular lens aperture is discussed in Appendix I. Let us see how 
those general results apply to our specific case. 

For an overall refraction of 60 diopters, a 3 diopter defocus represents a shift in image 
distance of approximately I part in 20. This amount of defocus results in a blur disk diameter 
equal to l/20 of the pupil diameter. Campbell does not state the size of the pupil, but all of his 
experiments were performed with dark-adapted subjects, so let us assume a wide-open pupil, say 
8 mm. In this case, the blur circle is 400 p in diameter, or about 80’ of arc. In terms of the 
notation of Appendix I,d=80’, which is a relatively large disk on the retina. 

Consider the cases in Fig. V-l for which D, the diameter of the disk object, is much 
less than d, the blur circle diameter. For example, for an input diskD=5’the analysis of Appen- 
dix I predicts an overall retinal pattern as suggested in Fig. V-2. There is a relatively uniform 
central region of width dz80’with sloping edges ofwidth DZ5’ Now in terms of our present model, 
in which focus is measured in terms of spatial derivatives, it is clear that at least some region of 
the transition edge must fall on the central receptive zone. But because of the large size of the 
defocus annulus, it is clear that only a small portion of the edge can fall on the receptive field at 
any instant, as indicated in Fig. V-2. Let us consider the effect of this small overlap of blurred 
image and receptive field. (If the blur figure were initially positioned so that no edge crossed the 
receptor region, we would have to postulate an eye movement before accommodation correction 
could occur. Interaction between eye movements and accommodation is considered more generally 
in Sec. IX.) 
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Consider the effect of a change in object size D. ForD<d,the analysis in Appendix I 
shows that if D is scaled according to kD, where k is a constant, then the width of the transition 
edge increases by k, as suggested in Fig. V-3, and the height (i.e., the intensity) of the central re- 
gion increases by kz,i. Thus, the average edge slope increases byk?k,or k, and the area containing 
this increased slope is also k times as wide. Therefore, the summation of first derivative over the 
entire fovea1 region will increase by k2#; that is, the output signal according to our model will in- 
crease by k2 

-\ -\ 
\ \ AVERAGE SLOPE 

INCREASED BY k 

FIG. V-3 EFFECT OF SCALING OBJECT 
SIZE BY A CONSTANT k 

T4-s434-3 

If we now postulate some minimum magnitude of signal required for proper accommo- 
dation control then we could expect that the required threshold illumination will decrease by k2 
over this range of object size, which the results of Fig. V-l seem to bear out. ForD<lO’in Fig. V-l 
we see that the slope is such that a 1 log unit increase in D results in almost a 2 log unit decrease 
in required illumination. Of course, we must not take these numbers too literally because we do 
not know just what pattern measures are actually taken, or threshold effects, or the effect of non- 
uniform fovea1 circuits, and so on. The most we can hope for here is a sense of trends and con- 
sistency. 

Campbell remarks that the form of the curve in Fig. V-l seems to change in the region 
of IO’ of arc. We can see the basis for Campbell assuming a change in this region in terms of 
our sketched lines labeled A and B. Let US consider the range represented by line B and show 
that such a change is consistent with our immediately preceding arguments. Note that as D reaches 
the same size as the sensitive fovea1 region, namely 30’, the net gain in total derivative increases 
only as k. and not k2 ,because there is no longer any effective widening of the edge zone (as far 
as the receptive region is concerned) and only the increase in average slope, namely the factor k, 
is effective. We see in fact that the line B (drawn by eye to fit the data points in this region) has 
a slope almost twice that of line A. 
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On the basis of a rounded receptor region, we would expect a smooth transition from 
the kz mode for small D to the.k mode forD>30;perhaps in the region20’<0<30<Campbell’s esti- 
mate of a change occurring in the vicinity ofD=lO’seems too low even from his own ,sketched 
curve. A somewhat higher value on the order ofD=20’seems closer. 

What happens as’ D increases still further? In the Appendix I analysis we note a cross- 
over at D=d. ForD>d,both height and width of the edge remain fixed and only the details of the 
edge profile change. In other words, for D>d the average slope remains constant as D increases. 
On the basis of our assumption of an 8 mm pupil, we saw earlier that the blur circle for a 3 di- 
opter defocus was 80’ of arc. With a focus measure dependent simply on the total first derivative 
over the field, we should then expect the threshold illumination to remain essentially fixed for 
D>80’. The data are far too sparse to suggest that this result is actually achieved. However on 
the basis of the results for the two largest object sizes, namely 60’ and 90’) we have sketched line 
C which suggests a relatively constant illumination threshold, the break occurring in the region of 
80’. 

Campbell, in his original paper, (1954) sketches a smooth curved line through the data 
points. It is interesting, however, that simply by assuming a finite receptor area and a focus mea- 
sure based on summation of slopes over the field, we can define three separate ranges of object 
size, each with a different functional relationship, that fit the data well (as indicated by our three 
sketched lines A,B and C). These results tend to strengthen our working hypotheses regarding a 
small central receptor field and reliance on edge slope as being an important part of the focus 
measure. 

Let us now show how this same model is consistent with another interesting result of 
Campbell. 

C. Light Intensity Threshold as a Function of Defocus Magnitude 

For a fixed target size, namely a 60’disk, Campbell also found the threshold intensity 
for different magnitudes of defocus induced by lenses inserted in front of the eye. His results for 
four cases are shown in Fig. V-4. Campbell sketches a straight line through these points. How- 
ever, pursuing an analysis similar to the preceding one, we again find three different regions of 
response with functional changes occuring at lens powers of about I diopter and 2.2 diopters. 
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The relevant optical configuration is sketched in Fig. V-5. In focus, we have a 60: or 
approximately 300,~ circular disk image. We again assume a pupil opening, or effective lens size, 
‘of 8 mm. The defocus plane for which , DZd occurs’ where the two extreme rays R, and R, 
intersect, at the point labeled A. (We are assuming again that defocus is obtained by moving the 
retina but keeping the lens fixed, since this is simpler to draw.) The magnitude of defocus cor- 
responding to Point A is approximately (300/8,000) of 60 diopters, or about 2.2 diopters. 

The width of the blurred edge at any location is indicated by the shading in Fig. V-5. 
For defocus magnitude less than 2.2 diopters, the width of the edge increases linearly with mag- 
nitude of defocus, but the intensity of the central region remains substantially constant. For de- 
focus magnitudes greater than 2.2 diopters, the width of the edge remains substantially constant, 
but the intensity of the central region falls as the square of the defocus magnitude. Thus, for de- 
focus <2.2’ diopters the average slope decreases linearly with increase in defocus. For magnitudes 
~2.2 diopters the average slope decreases with the square of the defocus magnitude. (The edge 

has a width of 30’, the assumed width of the receptor region, for about I diopter defocus.) 

2.20 

FIG. V-5 OPTICAL CONFIGURATION FOR A 60 FT. TARGET, 8mm LENS, 
AND AVERAGE TOTAL REFRACTION OF ABOUT 60 DIOPTERS 

On the basis of these conclusions, we can sketch the three line segments labeled D,E, 
and F in Fig. V-4. The vertical line D indicates small expected change in threshold for less than 
I diopter defocus. This line is drawn through the only available data point in the vicinity; line 
F is simply drawn through the other three data points. We argued for a change in mode in the 
vicinity of about 2.2 diopters. Between the point defined by Line F and the 2.2 diopter level, and 
the. point defined by Line D and the I diopter level, we sketch the curve E. This turns out to be 
a Feasonable approximation to the faster variation expected in this range compared with the range 
beyond 2.2 diopters. We again cannot take our numbers too seriously, especially in view of the 
very sparse data points. One might at least be tempted to suggest that the three upper data points 
lie on a different segment of curve than the lowest point. It would be interesting to rerun such a 
curve with more data points. 

D. Limitations of the Model 

We have considered a processing model based on summing the absolute magnitude of 
first (spatial) derivative over a receptive field. The model fits Campbell’s results reasonably well 
over a wide range, except for rclativcly small magnitudes of defocus, i.e. fine-focus control. The 
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problem is that with small defocus the entire width of the blurred edge fits on the receptive area, 
as in Fig. V-3, in which cast summation of the derivative is independent of width. It was this 
condition that led to hypothesizing the vertical segment D in Fig. V-4. 

Thus, we have a good start at a processing model, but some alteration is required to 
provide for fine-focus control. In the next section we will consider how spatial derivatives may bc 
obtained with neural circuitry. The result is not a pure spatial derivative in the sense considered 
here. The derivation will point to a modification of our processing model which involves more a 
measure of the peak magnitude of spatial derivative over the field than simply a total summation 
of derivative. We will see that a model based on peak detection not only fits Campbell’s results, 
but can provide for fine-focus control as well. 
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VI SPATIAL DERIVATIVES BY NEURAL CIRCUITRY 

A. Lateral Inhibition 

It is well-known that lateral inhibition in a two-dimensional array provides an output 
component resembling a second spatial derivative. This result is often discussed under the subject 
of edge sharpening, or Mach bands. For an up-to-date account of, the history and work in this 
field, the reader is referred to the very interesting book on Mach Bands by Ratliff (1965). We 
treat the subject here in just sufficient depth to draw certain conclusions for our models. 

A one-dimensional lateral inhibition network is illustrated in Fig. VI-I, where a set of 
cells having inputs labeled . . . a.b,c, . . . and outputs labeled . . . . a:b’,c’,... are interconnected 
so that each input tends to directly inhibit the neighboring outputs. Let the cross-connection gain 
be k, and let the local input-output gain be unity. Then the output of the second cell can be ex- 
pressed as 

b’= [b-k(a+c)l. (VI- I) 

For k= 112 Eq. (VI-I) takes the form 

b’CC [2b-(a+c)l=(b-a)-(c-b), (W-2) 

which is proportional to the second spatial difference of the input pattern at cell 6. For a densely 
packed set of cells we can treat the output as approximating a second spatial derivative of the in- 
put pattern. The same conclusion can be shown for a backward inhibition network-i.e. an inhi- 
bitory model in which feedback is from outputs to adjacent inputs. It is simpler to demonstrate, 
however, with the forward connection. 

INPUT - 

OUTPUT __c 

INHIBITION II- I484- II 

FIG. VI- 1 ONE-DIMENSIONAL LATERAL INHIBITION NETWORK 

With this second-derivative measure (obtained by strong lateral coupling represented by, 
k= r/z) the. network output would be unresponsive (i.e. zero) for a uniform field intensity, as well 

as for one that exhibited alinearchangeof intensity with distance. With nonzero second and higher 
derivatives there would be a pattern to the output, with particularly high ‘response in the region of 
sharp boundaries. 
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If the basic receptor elements are linear, however, and could (conceptually, at least) 
yield negative as we!l as positive outputs, then the earlier conclusion in Sec. IV about the inef- 
fcctiveness of simply summing receptor outputs applies even with the addition of linear lateral in- 
terconnections. By forming the linear sum of all outputs of the form of Eq. (VI-I), the net result 
is again simply proportional to the total light input, and independent of the distribution of light. 

To be useful for processing blurred images-i.e. to be sensitive to the state of focus- 
we must therefore look for nonlinearities in the lateral connectives. There are two forms of non- 
linearity relevant to lateral inhibition networks, apart from the basic cell nonlinearity itself. One 
is the threshold in the lateral connectives, which is generally reported to be a function of the 
length of the connective. Lateral inhibition is not simply a nearest neighbor effect, as suggested in 
Fig. VI-I, but each cell interconnects with many cells over a relatively large area. Thus the greater 
the average light intensity the greater the surrounding zone of lateral connectives that become effec- 
tive. We could therefore expect the lateral effect to increase with the average intensity of the pic- 
ture. 

A second nonlinearity is the cut-off that occurs when the total inhibition applied to a cell 
is larger than the total excitation. (That is, a real cell cannot give a negative output). Thus we 
obtain a unipolar output pattern which is relatively large only in the vicinity of contrast changes. 
For example, for k= l/2 (in the one-dimensional case), the output from each cell would be zero 
for a uniform light field, or one varying linearly with distance. With a more highly varying field 
(e.g. of the form I=kxP where I is intensity and x a spatial dimension) outputs would be non- 
zero in regions where intensity was varying less rapidly than linearly, i.e. p<l ; though still zero 
where variations were more rapid than linear, i.e. p>l 

B. Neural Unit 

The net effects of extended lateral interconncclions, as well as extended summation ef- 
fccts due to input pattern “spread” (e.g. by diffraction effects in the visual optics), arc often dis- 
played in terms of a “neural unit,” of the form indicated in Fig. VI-2(a) for a rotationally sym- 

FIG. VI-2 FORM OF NEURAL UNIT 
(a) Computed from retinal transfer function 
(b) Idealized form 

Source: Davidson and Cornsweet (unpublished) 
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metric case. The neural . unit can be computed from an overall spatial transfer function for the 
visual system-i.e. a plot of output amplitude as a function of input frequency- but here by “frc- 
quency” we mean the spatial frequency of the input pattern. This transfer function has the form 
of a band pass filter function, being small at low frequencies because of lateral inhibition effects, 
and small at high frequencies because of diffraction effects and optical aberrations. (For an cxam- 
ple of an overall transfer function plot see Fig. 4.9 of Ratliff, 1965.) This function peaks at a 
spatial frcqucncy of about 20 cycles per millimeter on the retina, which corresponds to one cycle 
cvcry IO’ of arc. 

The neural unit can be considered as a two-dimensional transmission mask with positive 
and ncgativc values. To find the output at any point of the field, one simply overlays the two- 
dimensional neural unit on the input pattern (with the center of the neural unit located at the 
point of interest) and integrates the point-by-point product of mask and input pattern. Typical di- 
mcnsions for an idealized form of neural unit in Fig. VI-2(b) arc a central summation zone of I’ 
radius and a surrounding inhibition zone of about IO’ radius. 

To see the effect of neural unit processing, consider the black-white edge of Fig. VI-3, 
with a linear transition zone of width W. With a 4.5 mm pupil, a 1 diopter defocus (for an as- 
sumed total refraction of 60 diopters) would lead to a width W=l5’ . In general, the width 
would be W= (ISD)’ , where D is the magnitude of defocus in diopters. Assuming the neural unit 
of Fig. VI-2(a), the output patterns for various magnitudes of defocus are shown in Fig. VI-4. A 
plot of peak value versus magnitude of defocus is shown in Fig. VI-5. Computed output plots for 
sharply focused bar patterns of various widths are indicated in Fig. VI-6. 
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FIG. VI-4 COMPUTER PLOTS OF OUTPUT FOR DEFOCUSED EDGE PATTERNS, 
BASED ON NEURAL UNIT PROCESSING 
Source: Davidson and Cornsweet (unpublished) 

FIG. VI-5 PLOT QF PEAK VALUE 
OF OUTPUT AS A 
FUNCTION OF DEFOCUSED 
EDGE WIDTH, FROM 
COMPUTER SIMULATION 
OF NEURAL UNIT 
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FIG. VI-6 COMPUTER PLOTS OF OUTPUT FOR 
VARIOUS BAR PATTERNS, BASED 
ON NEURAL UNIT PROCESSING 
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C. Peak Detection 

We see that the rather ubiquitous lateral inhibition networks can provide us with a com- 
poncnl of spatial derivative of the input pattern, primarily a component of second spatial dcriva- 
tivc. For purposes of our accommodation control model, we must consider how the two-dimen- 
sional dcrivativc field is further processed to develop a final output control signal. Here we get 
onto unsure ground. 

WC might speculate on one grand ganglion element that summates over the cntirc field; 
or what stems more likely, several steps of convcrgencc- each step again incorporating lateral in- 
hibition conncctivcs to sharpen the cdgcs even further. In any cast, because of non-zero thresholds 
in any summation mechanism we could speculate on an ova-all summation in which there is sig- 
nificantly grcatcr weighting to the peak values of the derivative fields-particularly if there arc 
rnultiplc layers of neural-unit processing. In Section VII we evaluate the consequences of assuming 
that the net effect of the processing is only to monitor the peak values in the dcrivativc field. 
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WC will see that such a model is consistent with a relatively broad spectrum of experimental re- 

sults, and stimulates a number of new experiments in accommodation. 

D. Dynamics of Neural-Unit Processing 

Before considering the peak detection model we would like to mention certain temporal 

aspects of lateral inhibition networks that are important to keep in mind. Because of transmission 
delay in the lateral connectives, the output pattern immediately after presentation of an input pat- 

tern will not yet show the effects of lateral inhibition. Crudely speaking, the output pattern is de- 

termined by the present input pattern, and by the lateral inhibition pattern a short time ago. 

Suppose that we have a steady input edge pattern A, with the resulting output pattern A’ of Fig. 

VI-7. (By steady input pattern we mean one impressed long enough to establish the full strength 

of the lateral interconnections.) 

INPUT 

OUTPUT 

FIG. VI-7 TRANSIENTLY ENHANCED 
EDGE SHARPENING WITH 
AN ABRUPT EDGE 
CHANGE. Enhancement due 
to delay in establishing full 
effect of lateral inhibition. 

Immediately after an abrupt sharpening of the edge to pattern B we would get a large 

transient increase in output, since the net inhibition at the new corner point P is even less than 
it will be when the new inhibition levels for the sharpened edge pattern become effective. In other 

words, the dynamics are such that there could be a larger transient increase in peak value than 

the eventual steady-state increase. This transient effect is suggested by the dashed curve B” in Fig. 
VI-7, which has a larger peak amplitude than the corresponding steady state curve B’. 

Thcrc arc also temporal effects due to spatial movement of an edge pattern over the 

retina. In particular, small transverse movements of a black-white edge significantly incrcasc the 

sensitivity to pcrccption of Mach bands, as suggested in Fig. VI-g. In thcsc cxpcrimcnts the mini- 

mum spatial gradient for which the Mach bands are just perceptible is determined. Note the sig- 

nificant dccrcasc in rcquircd gradient (i.e. increased sensitivity) by the introduction of transvcrsc 

vibration. Of grcatcst significance to our present study is the fact that the greatest improvcmcnt 

in sensitivity occurs in the same frequency range as accommodation vibrations (2 to 3 cps). In 

this regard, WC should note that the lens vibration not only causes variation in edge sharpness; 

but thcrc is also an associated lateral vibration of the entire image, since the fovcal axis (visual 

axis) is displaced from the optical axis by approximately 5”. The lateral shift associated with the 

vibration is discusicd further in Sec. VII-C. 
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FIG. VI-8 WIDTH OF GRADIENT (a ) REQUIRED FOR BANDS TO BE 
VISIBLE IN MACH PATTERN OSCILLATED AT VARIOUS 
FREQUENCIES (cps) FOR 4 DIFFERENT AMPLITUDES 
OF MOTION ( o ) 
Source: Ratliff (1965) 

Further study of temporal effects associated with lateral inhibition networks seems very 

important for better evaluation of these phenomena in our accommodation model, and in visual 

perception in general. 
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We were able to explain Campbell’s results of Figs. V-l and V-4 with a model based on 
summation of the absolute magnitude of spatial derivative over the receptive field. WC saw, how- 
ever, that this model was not sufficiently sensitive for small magnitudes of defocus. In Sec. VI we 
considered neural methods of measuring derivatives and concluded that a greater weighting of the 
peak values of the derivative seemed reasonable. To evaluate this point further, we will investigate 
in this section the consequences of a model based simply on peak detection over the receptive field. 
We will see that this form of model ‘is also consistent with Campbell’s results, and provides a 
useful basis for fine-focus control as well. 

A. Peak Detection Over the Field 

Let us first show that a peak measureover the receptive field can also predict Campbell’s 
results of Fig. V-l, in which threshold illumination was determined as a function of object size for 
a fixed defocus of 3 diopters. Recall that the blur circle for a 3 diopter defocus and a wide-open 
pupil (assumed to be 8 mm) is 80’. ,All of the defocus patterns therefore have a relatively large 
diameter compared with the neural unit and compared with the presumed receptive field. 

For a disk diameter 0<80’the optical configuration is as shown in Fig. VII-l(a), with 
cross-over point A to the right ofthe3-diopter defocus plane. The resulting profile in the 3-diopter 
plane has the form sketched in Fig. VII-l(b). The intensity of the bright center is proportional to 

D2 , the edge width is essentially equal to D, and the average edge slope therefore varies as D. 

d=GOmin 

IMAGE PLANE 

J!JI.Y.a- 
D 

(b) 
t4-m414-a 

FIG. VII-l OPTICAL GEOMETRY FOR A DISK IMAdE 
(a) Configuration for an in-focus disk image of diameter D 
(b) Dependence of profile on diameter D for large defocus, 

beyond cross-over point A 
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In Campbell’s results we note that for D less than a few minutes of arc, the functional 
dependence is as D2 . This was explained in theearlier model by accounting for the width as well 
as the average slope of the transition edge. 

In the present model the D2 dependence for small D arises from a totally different proc- 
ess. From Fig. VI-5 we see only asmall change in the peak value over the range from zero to just 
a few minutes of arc. In this range, then, the peak amplitude is mainly proPortional to the height 
of the transition edge, so that according to Fig. VII-I the peak amplitude output should vary as 
D2 . 

Over the range of D from a few minutes of arc to 20’ of arc, however, we see a much 
larger change in peak amplitude with variation in width. As D increases in this range, the central 
intensity again varies as D* , but there is a counterbalancing decrease in the peak due to an in- 
crease in edge width. Thus, we would expect a gradual shift in slope towards a linear dependence 
on D, as we actually see in Fig. V-l. 

When D reaches the magnitude of the blur circle dianeter, i.e. D=d, we again expect the 
curve of Fig. V-l to become substantially vertical since for still larger D there is relatively little 
change in edge shape. 

Hence, we have a different explanation for Campbell’s results, the change in curvature 
for D in the 20’ range not being due to the limited receptor region, as before, but rather to the 
effects of neural-unit processing. This model ,fits Campbell’s data of Fig. V-4 also, at least as well 
as the first model. 

B. G(z) Curves 

We now have a model that can provide for fine-focus control, since the curve of Fig. VI-5, 
if extended to the left (i.e. for opposite polarity defocus) would similarly decrease from the peak 
value at zero defocus, much in the manner of G(z) curves of Sec. II. Note that the curve of 
Fig. VI-5 would predict a relatively large change in output for a few-tenths diopter vibration, though 
the output variation would decrease rapidly for defocusgreater than one or two diopters. Of course, 
the curve could not actually be as sharpat the origin as indicated, because of the limited resolution 
in terms of the spread function. 

It would be instructive to study G(z) plots of‘this type for different shapes and sizes of 
’ objects in order to determine, in particular, whether the peak value is a monotonic increasing func- 

tion of focus for all types of patterns. 

C. Lateral Movements of the Image 

Two types of image movement accompany accommodation changes. One is due to shifts 
in the principal planes of the optical system; the second results from the nature of the lateral inhi- 
bition circuits. 

Recall from Fig. VI-4 that an edge peak occurs close to the corner position of the input 
pattern. ‘Thus, with a sharpening of focus from pattern A to pattern B in Fig. VII-2, there will be 
a relatively large lateral shift in the position of the peak. The direction of shift depends on the 
orientation of the edge. With high intensity on the left (as in Fig. VII-2) the shift is to the right; 
with high intensity on the right the shift is to the left. For a 4.5 mm pupil and I diopter defocus, 
the edge would blur over a width of approximately 4500 (l/60) p , or about 15’. Hence, from opti- 
mum focus to I diopter defocus we couldexpect a lateral shift of the edge peak by about one half 
this amount, or about 7.5’. 
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FIG. VII-2 LATERAL SHIFT 
OF PEAK 
POSITION WITH 
FOCUS CHANGE 

t.- ,.,.-a 

Concerning shift of optical planes with change in accomodation, Southall (1961, p. 58) 
notes that for a I2 diopter accommodation change, the center point of an equivalent lens system 
(i.e. the point through which the central undeviated ray passes) shifts about 0.48 mm along the 
optic axis. Assuming a linear relation between magnitude ofaxial shift and magnitude of accommo- 
dation change, the average shift would bc 0.04 mm per diopter focus change. For a 5” displacc- 
ment of the visual (foveal) axis from the optic axis, we would then expect about 0.7’ lateral shift 
of the image on the retina per diopter change, as suggested in Fig. VII-3. 

0 
PER 

FIG. VII-3 LATERAL SHIFT OF IMAGE POSITION CAUSED BY AXIAL SHIFT 
lN EQUIVALENT LENS POSITION WITH CHANGE IN ACCOMMODATION 

Experiment: Edge Polarity. This lateral shift on the retina is of course indcpendcnt of 
the polarity of an edge, i.c. whether white to the left or white to the right. Thus, for one polarity 
of cdgc, this shift adds to the shift due to lateral inhibition (in Fig. VII-2), and for the opposite 
polarity it subtracts. Although the shift due to optics is on the order of only a tenth that due to 
lateral inhibition, the net diffcrencc in movements is nevcrlheless 20 percent; i.c. proportional to I. I 
units and 0.9 units. This may be sufficient to yield a mcasurablc diffcrcnce in accommodation rc- 
sponsc Lo cdgcs of opposite polarity. 
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Note on Stabilized Images: We should note that a few-tenths diopter lens vibration results 
in a lateral vibration of the retinal pattern of about 0.2’ of arc. Results from stabilized image ex- 
pcrimcnts show that such a vibration amplitude can seriously affect the disappcarancc and fading 
of images normally associated with well-stabilized images. Ratliff (1965, p. l75), for example, shows 
a plot of the cffcct of various amplitudes and frequencies of superimposed movements on the dis- 
appearance of images. It may well be that for good stabilization of an image the effects of Icns 
vibration must also be nullified. 

D. Error in Initial Direction of Response 

Consider an in-focus edge A positioned as in Fig. VII-4. An abrupt change in focus will 
blur the edge according to curve B so that the peak of the processed curve falls outside the recep- 
tor field. In this case, small “test” changes in accommodation- whether due to vibration or hunt- 
ing-could increase the defocus to position C and lead to erroneous outputs. 

I 
I 

-Q- 
RECEPTIVE 

I 
I 

FIELD FIG. VII-4 POTENTIAL AMBIGUITY 

I CAUSED BY AN ABRUPT 
FOCUS CHANGE. Abrupt 
focus change moves input 
pattern too near or beyond 
edge of receptor field. 

The initial position of the in-focus edge varies considerably with small fixation movements 
(microsaccads). For a given distribution of saccad movements, or of initial positions of the in-focus 
edge, we could estimate the expected percentage of initial errors as a function of the shift distance 
d, assuming that a final position of the blurred edge too near the edge of the field, or outside of 
it, leads to ambiguity. The larger d, the larger the expected percentage of errors. We would also 
expect different results for different image patterns. 

Troelstra, et al. (1964) report a large number of incorrect initial responses to 2 diopter 
step changes in focus, Fig. VII-5. Every false start is corrected, however, so that final accommoda- 
tion is always correct. They do not state the condition of the pupil in these experiments; but if we 
assume a 5 mm pupil, the corner shift d in Fig. VII-4, for a 2’diopter change, is about 15’ of 
arc. If WC indeed have-ambiguity near the edge of the field, we might well expect a relatively large 
number of initial errors for this magnitude of abrupt defocus, at least for initial placement of the 
edge (i.e. curve A) near the left edge of the field. For an initial placement of the edge near the 
right, we would expect a small probability of error. 
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FIG. VII-5 TEN RESPONSES WITH FIVE INITIAL ERRORS OF RESPONSE 

Source: Troelstra et al. (1964) 

Experiment: Dependence on Initial Eye Position In view of this discussion, it would seem 
very important to be able to monitor eye position simultaneously with accommodation experiments 
to determine any correlation, as predicted here, between eye position at the moment of an induced 
defocus, and the probability of initial error in response. 

E. Ring Model 

The first “layer” of lateral inhibition processing represents rather local, point-function 
processing. In a next “layer” of processing we must somehow monitor the whole set of outputs 
from the first field. For this next “layer” we could visualize a total summation of outputs of all 
cells of the first layer. With a relatively large threshold in each input connection of the second 
“layer,” we would obtain rather large changes in output with small changes in focus. 

With a simple summation over the field, however, lateral movements of the edge as de- 
scribed above could cause ambiguity. For any shape of receptive field there exists some orientation 
for which lateral movement of an edge would change the total length of intercept over the recep- 
tivc region, as suggested in Fig. VII-6(a) for a circular field. To obtain a truer measure of peak 
magnitude in the field it would therefore be necessary to normalize the output, i.e. divide the out- 
put by some measure of the total length of intercept. In the case of the lens vibrations, the lateral 
shift is perhaps only several minutes of arc, which represents a relatively small movement over a 
30’ receptive arca. With a fairly well-centered edge pattern, this magnitude of lateral shift would 
probably not lead to ambiguity-though near the.edge of the field even a few minutes shift could 
lead to a significant change in length of intercept, and hence possible ambiguity in output. This 
could well be one of the factors involved in errors in initial direction of response discussed in the 
last section. 
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We could partially circumvent ambiguity from this cause by hypothesizing an annular re- 
ceptive region around the periphery of the receptive field, as suggested in Fig. VII-6(b). In this 
case an edge would result in two bright “spots” on the annulus rather than a bright line across 
the entire region. Lateral movement would result only in a shift of the spots with relatively small 
change in integrated output. 

In view of the very sparse experimental data available at this time, we cannot propose 
taking such a ring model too seriously. Nevertheless, it is interesting to recall one of Fincham’s 
results (1951). Using subjects who could fixate “very well,” he found that with fixation on a small 
disk object of a few minutes diameter, there was no accommodation tracking. Only when a subject 
was permitted to make an eye movement, estimated at greater than 6’ of arc, would the automatic 
focus control react. Such a result is at least consistent with a ring model having an insensitive cen- 
tral region. 
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VIII CHROMATIC ABERRATION IN ACCOMMODATION CONTROL 

A. Multiple Receptive Fields 

We argued previously that a multiple receptor system that simultaneously samples differ- 
cnt planes of image space could be useful in focus control. The visual color system offers possibi- 
lities of this nature. Although the three receptor systems are physically in the same retinal plant. 
they in effect sample different image planes because of the effects of chromatic aberration (i.e. the 
variation in focal length with the wavelength of illumination.) Let us try to determine whether our 
model can reasonably be expanded to include chromatic effects. 

Campbell (1957) notes as much as 2 diopters shift in refractive strength from one end of 
the visual spectrum to the other, asshown in Fig. VIII-l. Figure VIII-2 represents the visual action 
spectra of the three classes of human retinal receptors. With broad-band “white” illumination, each 
color field is sensitive to all of the differentially focused images over its corresponding spectral 
band. For simplicity, however, let us simply assume that the total 2 diopter aberration is divided 
so that there is an average of one diopter shift from red to green, and I diopter shift from green 
to blue. 

Using the notation for a ring model (although a uniform disk would do as well) let us 
assume now, as a simple extension of the accommodation control model, that there are three coin- 
cident rings, one for each color field. 
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FIG. VIII-1 DIFFERENCE IN FOCUS 
AS A FUNCTION OF 
WAVELENGTH OF 
ILLUMINATION 
Source: Campbell (1957) 
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FIG. VIII-2 ACTION SPECTRA OF COLOR 
PIGMENTS 
Corrected for distortions caused by ocular and 
macular distortions. h max of the blue-, green-, 
and red-sensitive pigments appear at about 
430, 540, and 575mp All curves have been 
given the same arbitrary height for comparison. 
Source: Wald (1965) 

Consider a black-white edge pattern. With the dioptric system set for focus in the green, 
the red and blue versions are then nominally one diopter out of focus. This condition is illustrated 
in Fig. VIII-3(a) by imagining the three receptor planes as being physically separated from each 
other by 1 diopter. In this case the pair of bright spots on the red and blue rings would be coin- 
cident and displaced from the pair of spots on the green ring. The reason for this .displacement, as 
discussed earlier, is that with neural-unit processing the bright spots tend to track the bright corner 
of the image pattern. Under our present assumptions the red and blue images are equally blurred 
and thus would have the same magnitude of lateral shift in their bright spots. 

For the cases presented earlier in the report, the exact lateral position of a bright edge 
on the receptive field was not too important, unless the edge fell too near or beyond the edge of 
the. .receptive field (Sec. VII-D) or if it affected the measure of the peak amplitude (Sec. VII-E). 
However, a measure of the differential shifts in a set of overlapping fields offers additional possi- 
bilities. This is particularly interesting in the case of multiple color fields, since the relative position 
of the bright spots depends on the geometry of the imaging and not on the relative intensities of 
the color components (except insofar as the intensity of an input pattern affects the fine structure 
of the neural-unit processing). Hence, any technique of accommodation control based on a measure 
of positional differences in the three fields will not be affected by moderate changes in the intensity 
of the chromatic components. 

Fig. VIII-3(b) shows the effect of a shift in focus toward the red With a nominal i/z di- 
opter shift in focus, the red and green pictures are now equally out of focus. In this case the red 
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FIG. VIII-3 SEPARATION OF COLOR FIELDS DUE TO CHROMATIC ABERRATION 
(a) Focus on green image 
(b) l/2 diopter over-accommodated 
(c) 1 diopter over-accommodated 
(d) 1 diopter under-aticommodated with reversed edge polarity 

and green spots would be superimposed, and displaced from the blue spots. With another i/z diopter 
displacement, the red image would be in focus and the pairs of bright spots would appear in the 
order R, G, B, as in Fig. VIII-~(C). 

B. Control Algorithms; Range of Control 

If these relative displacements of the peaks. in the color layers are actually important in 
focus measure, then we are faced with defining a control algorithm; i.e., a method by which these 
shifts are measured and utilized. The most we can do at the moment, however, in view of the 
sparse data available, is to make some observations regarding the possibilities. 

Red-Blue Control. We must consider control algorithms for both polarity and magnitude 
of defocus. Let us first consider’just the red-blue separation. For our purposes here, let us assume 
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that focus on the greert, as in Fig. VIII-3(a), represents optimum focus. In optimum focus, then, 
the red-blue separation is zero. With increased defocus, we see from Fig. VIII-3 that the red-blue 
difference grows monotonically. Beyond 1 diopter defocus, however, the difference remains con- 
stant. For opposite polarity of defocus the difference is of the opposite polarity. We might there- 
fore think that the red-blue shift alonewouldyield polarity as well as magnitude information. How- 
ever, the polarity control from red-blue shift alone would be ambiguous, since we would obtain the 
same red-blue separation of defocus if the edge were reversed. 

Unambiguous control could be obtained, however, from a measure of red-blue shift, to- 
gether with a mechanism to determine edge polarity (i.e. whether it is bright on the left or the 
right side of the edge). Polarity control would be correct over a wide range, though the amplitude 
measure would saturate, as noted above, at the magnitude of chromatic aberration, namely about 

+I diopter. 
Red-Green-Blue Control. Unambiguous polarity control can alsb be obtained from com- 

parative displacements on all three fields, without the need for separate monitoring of edge polarity. 
From Fig. VIII-3(b) we see that if the red-green separation is less than the blue-green separation 
we must decrease accomrhodation. The opposite condition implies under-accommodation and a need 
to increase accommodation. Hence, we can consider the following algorithm for polarity. control: 

y ’ y-y - increase accommodation 
R G < B-G + decrease acconimodation 

where 1 R-G 1 is a measure of the physical separation of the red and green edges, and 1 B-G 1 

is a measure of the blue-green separation. 
This algorithm is useful, however, only up to a magnitude of defocus represented in 

Fig. VIII-~(C), i.e., about 1 diopter. Beyond that magnitude of defocus I R -G( = IB-G[ . Am- 
biguity at this level of defocus also arises because the same alignment of spots in Fig. VII-~(C) is 
obtained by a I diopter defocus of the opposite polarity and an opposite polarity edge, as illus- 
trated in Fig. VIII-3(d). Hence, the algorithm can yield unambiguous polarity control up to f 1 
diopter or so. Amplitude control could again be obtained from a measure of /R-B/ shift. At the 
present time, there is no available data on the range of chromatic control. To test, in any case, 
whether such physical shifts as are discussed here might actually be involved in chromatic focus 
control, we can attempt to generate conditions in which the normal relative positions are altered. 
Let us consider one such possibility. 

Experiment: Shifted Color Pattern. Consider an edge,pattern in which the blue and red 
components are slightly shifted relative to the green component. The magnitude of shift in the ob- 
ject pattern is adjusted so that all bright spots on the retinal rings ire superimposed when the image 
is focused on green. (Recall that the relevant magnitudeof shift depends on pupil size, being about 
7.5’ for 1 diopter defocus and a 4.5 mm pupil.) Tracing rays in this configuration, we find that 
with any magnitude of defocus toward the blue (i.e., under-accommodation) the red and green spots 
remain superimposed. (Similarly, for any defocus toward the red, the blue and green dots remain 
superimposed). But with a normal pattern, superimposed red and green spots call for decrease in 
accommodation, i.e., toward the blue. If control based on relative displacement is valid, then we 
might suspect that with subjects who rely on chromatic information for accommodation control, 
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there might be a tendency toward accommodation instability with this pattern; an ‘initial defocus 
toward blue seems to call for even greater defocus toward blue, and an initial defocus toward red 
seems to call for even greater defocus toward red. 

C. Monochromatic Light 

Recall that with monochromatic yellow light Fincham (1951) found that his subjects di- 
vided into three large groups. One group responded as well in accommodation reaction with mono- 
chromatic light as with white light. We might assume here that these subjects had a well developed 
system based on movement. Another group had no response whatever, although they were conscious 
of blur. We might equally well assume that these subjects had not developed accommodation con- 
trol based on movement, but relied onchromaticaberration. A third group showed the same 
polarity of accommodation response with the insertion of a positive lens as with insertion of a neg- 
ative lens. 

With monochromatic light, exactly the same pattern would show on all three color fields. 
In the case of a yellow monochromatic light the red and green pictures would be about equally 
strong, but the blue picture would be very weak. We might possibly assume that the third group 
of subjects ordinarily has mixed control, based on movement and color, and that in this case the 
movement system signals a need for focus correction, but the fact of equal red and green pictures, 
and a very weak blue picture, yields incorrect control information. If we assume that the blue pic- 
ture is essentially absent, then the IR -BI measure would be ambiguous in the first model, and 
the IG - B[ measure would be ambiguous in the second model. 

There is so little data available on chromatic effects that further speculation at this point 
would be fruitless. It seems rather clear, however, that a number of experiments in monochromatic 
light would be quite useful. 

Experiments: Monochromatic Illumination. It would be most interesting to know whether 
with a blue-green monochromatic light the same three groups would form in Fincham’s experiment; 
and in particular whether the third group would show a decrease in accommodation for defocus of 
either polarity, on the basis of equal green and blue images and a very weak red picture. 

A number of possible experiments based on the use of multiple monochromatic sources 
are also immediately apparent: in particular, various combinations of two and three monochromatic 
sources. Consider, for example, a white illumination source composed of red, green, and blue mono- 
chromatic beams. Based on any measure of spatial separation, as discussed above, we could expect 
differences in accommodation reaction with shifts in the wavelengths of these monochromatic sources. 
For example, for a given edge configuration and magnitude of defocus, the magnitude of the R-G 

measure would change with changes in wavelength of the red or green illimination sources. 
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IX PROGRAMMING THE RESPONSE‘ 

A. Recapitulation 

An overall mode; for automatic focus control must consider: (I) what portion of the 
retina is functionaly involved in focus control; (2) what kind of processing is performed on that 
portion of the retinal ‘image to determine the state of focus; and (3) how the response is pro- 
grammed. 

As to (I), we argued for a small central zone of the retina to be functional in focus 
control, actually a sub-portion of the central fovea perhaps 30’ wide. With regard to image pro- 
cessing, we showed in Sec. V how a measure involving the total magnitude of spatial derivative 
over the field can explain certain gross accommodation data, though not fine-focus control. For 
fine-focus control we developed a model in Sec. VII based on a measure of the peak value of 
spatial derivative over the field. In Sec. VIII we showed how a triplet of such fields, one for each 
color, could explain certain chromatic effects. In this section, we consider how the processed out- 
put signals-the measure of defocus- might be used in control of the ciliary muscles. 

B. Dynamic Response 

Typical monocular dynamic responses taken from Campbell and Westheimer were shown 
in Fig, 111-3. In Fig. 111-3(a) the stimulus was a 2 diopter change from zero accommodation, and 
subsequent return. Campbell and Westheimer noted that 

“The maximum velocity reached during a 20 movement is of the order of 
lOD/sec. There is an increase in the maximum velocity with increase in the extent 
of movement, but we have not yet studied this relationship systematically since we 
find it difficult to record single-sweep accommodation responses exceeding 30, 
other than voluntary ones.” 

They further noted (p. 294) that 

“The form of the single-sweep accommodation responses is to a first approxima- 
tion exponential with an average time constant of about 0.25 sec. . . *’ 

In connection with Fig. 111-3(b) the authors note increased variability in the response if 
there is a change in target blur but not in image size. Figure 111-3(c) shows responses to various 
width pulses of object distance. Note that the duration of the response almost exactly matches 
the duration of stimulus change, and that because of the long reaCtion time the response for short 
stimulus pulses can actually begin after the stimulus has returned to its initial condition. The au- 
thors note that for pulses as short as 100 msec the responses are small or even completely absent. 

C. Fixation Saccads 

When we think of locating an object in space, we tend naturally to think in terms of 
both its distance and its angular position. The latter is generally referred to as “fixation” of the 
object, and the former as “accommodation.” Because the eye-movement system is subject to mus- 
cle drifts and tremors, it is not unexpected that fixation actually involves a continual series of 
correction movements (microsaccads). It is necessary to investigate how these saccadic movements 
might affect accommodation control.. 
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Since we would like both to fixate an object and to focus on it at the high-resolution 
portion of the retina, it would not be surprising to find that both the fixation and the accommo- 
dation control systems operate from the same basic set of retinal receptors. We might, in fact, 
ask whether the model for accommodation, or some extension of it, might not also be useful in 
eye-movement control. For example, consider a sharply imaged point falling within the confines 
of a retinal ring. Because of eye movements the spot will eventually cross the ring. From the po- 
sition of the crossing, suitable control signals could be generated for the next correction saccad. 
Young (1965) discusses a model of this type to explain the variation in saccad response time with 
the amplitude of the saccad. 

Experiment: Focus-Fixation Interaction.. In any case, an experiment to determine whe- 
ther neural-unit processing is involved in eye-movement control would involve measuring any shift 
in the average eye-fixation position with differing amounts of image defocus. Recall that neural- 
unit processing leads to a significant lateral shift of the peak with defocus-e.g. a 7.5’ shift for 
a 4.5 mm pupil and one diopter defocus in Fig. VI-4(b). The question here really is, what part 
of a blurred edge does the fixation system operate on ? Our model would lead us to speculate that 
it mainly tracks the bright corner position. 

D. Intermittent Control Model 

An important question involved in accommodation control is whether the state of fo- 
cus is continuously monitored, or if there is any kind of sampling or intermittent operation. Whe- 
ther or not the accommodation system actually operates according to the processing model devel- 
oped earlier, it seems clear that some sort of relatively complex spatial-temporal two-dimensional 
processing is performed. If we consider the gross changes to be expected-e.g. in a spatial deri- 
vative pattern-as a result of an abrupt change in focus, or an abrupt microsaccad, it is difficult 
to conceive of a continuous mode of operation without significant periods of “incorrect” output. 
It is tempting therefore to consider a control model in which there is at least some period for 
transients to “settle” after any substantial change in the input pattern. 

Having proposed such a mode of operation, we must next ask what initiates this “set- 
tling” period. In the case of an eye movement, it may be either the eye movement itself or the 
resulting change of pattern on the receptor sheet. If it is the latter, then we would suspect that a 
lateral movement of the target might also initiate a similar response cycle. If the cycle in initiated 
by the eye movement itself, then we must ask whether any other effects can also initiate a timing 
cycle. 

Another important question is whether the correction processitself is a continuous closed- 
loop process, or consists of open-loop ballistic movements. Recall the comment of Campbell and 
Westheimer (1960, p. 294) that the form of the single-sweep response is to a first approximation 
exponential, with an average time constant of 0.25 sec. We could reasonably expect an exponen- 
tial response from a step change applied to a damped muscle system, or from a closed-loop sys- 
tem in which the “error” signal smoothly decreases as focus smoothly improves. Certain experi- 
mental results tend to make us favor the ballistic open-loop response. According to Fig. 111-3(c), 
we see that a full-term response to a short pulse stimulus can actually begin after the stimulus 
has ended. We would tend to describe the process in terms of an abrupt pattern change initiating 
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a “processing epoch” consisting of a delay, a measure of defocus, and then a ballistic response. 
A second abrupt pattern change (the end of the stimulus) initiates a second cycle that follows the 
same course. 

The results in Fig 111-3(d), regarding accommodation tracking of a slowly changing de- 
focus, are also quite interesting. Note that although the target is tracked in a general overall sense, 
there are occasional vast excursions in accommodation. The target velocity in this experiment (in 
diopters per second) is quite small, so that if the target movement system was not jerky, we would 
probably not expect “processing epochs” to be initiated by the target movement itself, but per- 
haps only .by eye movements. It would be very interesting to see a simultaneous record of fixa- 
tion eye movements during the response interval. We might guess that some or all of the small 
submovements in accommodation are temporally related to fixation movements, each one initiating 
a new processing epoch, or interval. It would be especially interesting to see if the large incorrect 
excursions correspond with particularly large saccads which drive the fixation point too close to 
or beyond the edge of the receptive field, as discussed in Sec. VII-D. 

Another important point regarding a ballistic output model is that even when the initial 
polarity of the response is wrong the response appears to have basically the same duration and 
exponential shape as a correct response. (See Fig. VII-5.) This is hard to explain with a closed- 
loop model. 

Classifying Pattern Changes. Pursuing the notion that a sufficiently large change in retinal 
pattern initiates a ballistic correction movement, we can next consider what types of movements 
might initiate response cycles. For example, an average-size involuntary saccad of IO’ would sweep 
an image a third of the way acrossa 30’ receptive region, and we would be inclined to assume that 
such a movement could initiate an accommodation cycle. On the other hand a small saccad, or 
a saccad parallel to a contrast edge, would result in a relatively small change in the retinal image 
and might not therefore initiate such a cycle. 

Changes in target location result in three simultaneous effects: change in focus, change 
in subsequent image size, and lateral shifts. With object movement along the visual axis there 
will nominally be no lateral shifts in the image; thus relatively small target shifts along the visual 
axis might not initiate a timing cycle. There can be large effects for target shifts off the optic 
axis, however, which might according to our hypothesis initiate timing cycles. With too large a 
lateral shift, there would in fact have to be a saccadic eye movement to return the point of in- 
terest to the relatively small processing region. 

To appreciate the potential magnitude of lateral shift with target motion, consider fixa- 
ted target A in Fig. IX-l, which is a distance d, from the eye. Let the target shift abruptly to a 
new position A” which is a distance d,.from the eye, along an axis displaced by an angle (Y from 
the visual axis. A rough approximation to the angular displacement p of the image, for a given 
angular shift (Y is 

p= (+l,a 
2 

(IX-I) 
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FIG. IX-1 RELATIONSHIP BETWEEN CHANGE IN VISUAL ANGLE 
AND CHANGE IN TARGET POSITION 
Change in visual angle p for a lateral shift Q! accompanying 
a change in target distance from d, to d2 

For a given value of CM, the lateral shift p (per diopter change in target distance) in- 
creases with the initial distance d, . For example, a change from 4 to 3 diopters corresponds to 
a shift 

(1X-2) 

whereas from I to 0 diopters, d2 = 00 , so that the ratio is unity. Thus, relatively large image 
shifts can occur even for relatively small values of CY . We see then the need for rather precise 
control ‘of target displays for experiments in which there is any attempt to maintain target move- 
ment along the visual axis. 

The following experiments might help evaluate the feasibility of an intermittent accom- 
modation-control model and the interaction of accommodation control with eye movements. 

Experiment: Reaction Time for Different Target Movements. To test some of these 
classification arguments we could measure accommodation reaction time to target movement be- 
tween two fixed distances, say d, and d, , but with varying magnitude of lateral shift (Y . An im- 
portant result would be finding substantially different reaction times for large and small rnagnitudes 
of 01 . On the basis of an intermittent model, with cycles triggered only by abrupt pattern shifts, 
we would expect smaller reaction times for large a! (large enough, that is, to initiate an accom- 
modation cycle but perhaps not an eye-movement). For a small (Y movement that does not initiate 
a cycle, response would have to wait until a subsequent cycle, triggered perhaps by an eye 
movement. 

Experiment: Timing of Object Movement to Saccadic Movement. If we assume that a 
saccad can initiate a timing cycle, then accommodation reaction time should depend also on just 
when a target movement is made with respect to the last, or in fact, the next saccad. A series 
of experiments involving varying timing relations to adjacent saccad intervals would therefore .help 
in evaluating any ideas regarding intermittent control models. 

Experiment: Laterally Moving Objects. We might also ask about accommodation to an 
object swinging laterally at a fixed distance. Under conditions of movement such that there was 
relatively smooth pursuit eye-tracking, it would be possible to have a reasonably stable image, at 
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least during some intervals, and we might therefore expect reasonably steady accommodation re- 
sponse. However, for movements outside the smooth pursuit range, and with an unfamiliar object 
configuration, we might get relatively large transient changes in accommodation even at a con- 
stant distance from the eye. 

E. Hypothesis: Lens Vibrations as “Accommodation Saccads” 

We tend to think of involuntary eye-movement saccads as being correcting movements 
for the various sorts of drifts and tremors that naturally occur in a living muscle system. We can 
logically argue the need for similar correcting movements in other control systems such as the 
lens. As with fixation saccads, there might indeed be a similar mechanism in accommodation con- 
trol so that when the accommodation error becomes too large there is an “accommodation sac- 
cad,” though we have no clear evidence at the moment that this is the case. Let us continue then 
simply on the assumption that a sufficiently large pattern change on the retina initiates an accom- 
modation correction cycle; in particular, a change resulting from an eye-movement or a target 
movement. 

The eye-movement system has very fast response; eye-movement records typically have 
the appearance of abrupt transitions superimposed on slower drift components. With similar stim- 
uli, but a much slower responding system, the record would have more the appearance of a se- 
ries of positive and negative exponential waveforms superimposed on a corresponding slow drift. 
Recall again Campbell and Westheimer’s observation that single step accommodation responses 
are typically exponential with a time constant of about 0.25 sec. If correction cycles were initiat- 
ed every 0.25 sec. there would be a continual series of alternating positive and negative exponen- 
tials which could readily be interpreted as a “hunting’* movement or “oscillation” at a 2 cps rate. 

Of course, involuntary saccads do not occur at a uniform rate but have a distribution 
over a wide range of time intervals. An interval-histogram for fixation saccads would be small 
for both very small intersaccad intervals and for very large intervals. Such histograms are not 
conveniently available and so it is not clear at the moment over what range of intervals the dis- 
tribution actually peaks. (Preliminary examination of some of Cornsweet’s fixation eye-movement 
records shows large numbers of occurrences in the 100-500 msec interval.) Some frequency response 
plots for eye tracking-e.g. Young and Stark (1963, p. 43)-show a peak in response at about 

-2.5 cps, which “reflects the large amount of energy in the eye response spectrum resulting from 
discrete eye movements at approximately 0.2 sec. intervals during eye tracking.” It is readily con- 
ceivable then that the peak at about 2 cps in the spectral density plots obtained from continuous 
optometer records.could be explained on the basis of accommodation correction cycles paced by 
involuntary saccads. 

We can see,. in fact, that such a hypothesis squares well with the experimental obser- 
vation that the amplitude of the “oscillations” becomes very small in the presence of a small ar- 
tificial pupil. If the oscillations are simply a series of correction movements, then we would nat- 
urally expect the amplitude to be small under conditions where the accommodation error is likely 
to be small, such as with a small pupil, and therefore a large depth of field. 

The oscillation amplitude is also found to increase monotonically with accommodation 
level. Here we might argue that relaxed accommodation is the more natural rest state of the sys- 
tem, since with uniform white and dark fields accommodation relaxes to near infinity (though not 
quite-for an interesting discussion of the effects of an empty visual field on accommodation le- 
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vel see Whiteside, 1957). If we consider the relaxed position as the zero position, then for a given 
percent error in accommodation control the absolute error would be larger the greater the accom- 
modation level, and so would the resulting accommodation corrections. 

This model could predict the compound overshoots in response sometimes seen in ac- 
commodation records. Assume in Fig. IX-2 that an abrupt target movement initiates a correction 
cycle so that one reaction time, or about 0.4 set later, the accommodation response begins. Since 
the target change is unsynchronized with eye movements, an eye movement can occur at any in- 
stant during the process (in fact, a target change might increase the probability of an eye move- 
ment occurring). Suppose that an involuntary saccad occurs a few tenths of a second after the ac- 
commodation correction begins. At this instant there is still a significant error in accommodation. 

TARGET 
OISTANCE I 

INVOLUNTARY 
SACCAD * 

RESPONSE 

TA-5454-l? 

FIG. IX-2 COMPOUND RESPONSE WITH 
OVERSHOOT DUE TO EYE 
MOVEMENT OCCURING SOON 
AFTER TARGET MOVEMENT 

If we assume that the eye movement initiates a new correction cycle, and that the reaction time 
is the same for the second cycle, then about 0.4 set after the eye movement there will be a sec- 
ond exponential response added to the first response. This will result in an overshoot that will 
have to be corrected in a subsequent cycle. In Troelstra’s records, Fig. VII-5 we see just such 
overshoots composed of double exponentials. 

Experiment: Effect of Edge Orientation. Fixation saccads are not isotropic but occur 
more often in certain preferred directions (Nachmias, 1959), typically at 45” to the vertical. On 
the basis of our model, we might therefore predict different accommodation response to edges ori- 
ented parallel to and orthogonal to this direction, because saccads in the direction of the edge 
would not alter the retinal picture and therefore would not initiate accommodation correction cy- 
cles (according to our hypothesis). We might then find larger amplitude and perhaps lower fre- 
quency of “vibrations” for edges oriented along the preferred direction of involuntary saccads be- 
cause of the less frequent correction cycles. On the basis of such a result, we might also predict 
differences in acuity along orthogonal axes. 
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X SUMMARY 

This study has attempted to model the human visual accommodation system, starting 
directly with the retinal image. The models that are developed are reasonably consistent with ex- 
isting data and offer a certain degree of understanding of the data. They are clearly tentative, 
however, since available experimental data are not only sparse but nonhomogeneous because of 
the difference in approach and instrumentation of various experimenters, and as much because of 
the general lack of models to coherently guide the selection of experiments. 

The modeling is in three stages. Starting at the retina we ask: (1) What portion of the 
retinal picture is involved in accommodation control; (2) How that portion of the picture is pro- 
cessed to derive a measure of defocus; and (3) How that signal is in turn used to control the ci- 
Gary muscles. 

The first question is probed in Sec. I-C, and we conclude that the relevant portion of 
the retina is a central region of the fovea, having a diameter of some 30’ of arc, or 6 mils-the 
diameter of a coarse human hair. The second question is discussed in Sections II through VIII. 
It is shown how circuits based on lateral inhibition in neural-unit processing can yield a measure 
of defocus that is consistent with experimental data over several orders of magnitude of object 
size and illumination. In Sec. VIII we show how interaction between three overlapping receptor 
regions could account for certain chromatic effects in accommodation control. 

The third question is discussed in Sec. IX. We tentatively propose an intermittent con- 
trol model in which accommodation correction cycles are initiated by relatively abrupt changes in 
the retinal pattern caused, for example, by involuntary eye-movement saccads or certain target 
movements. A case is argued for a control cycle involving a sampling of the accommodation er- 
ror followed by a ballistic corrective movement. 

In terms of this control model the elusive lens “vibrations” appear to be no more than 
normal accommodation correction cycles. For a stationary target, these correction cycles are trig- 
gered primarily by the saccadic eye movements. In this case, the 2 cps peak in acommodation 
spectral density plots (Fig. III-l) can be traced to a similarly large component in spectral density 
plots for involuntary eye movements. On this basis it is clear why the “vibrations” become small 
with a small artificial pupil inserted in front of a dilated pupil: the depth of field is large, and 
the necessary corrections therefore small. The model also leads to an argument for the ampli- 
tude increasing monotonically with increased level of accommodation. Certain accommodation over- 
shoots are also given a reasonable basis with this model, especially overshoots composed of com- 
pound exponential curves. 

The potential role of these lens vibrations is still not clear. If in fact they turn out to 
be no more than “normal accommodation correction cycles” then it seems that we can fairly well 
write them off as far as accommodation measurement is concerned. 

The models predict significant interaction between accommodation and eye-movements. 
One can logically argue for both systems sharing the same receptive region of the retina and even 
certain common processing features. Experiments are proposed which would help elucidate the na- 
ture of this interaction. 
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Although accommodation control appears at first as a relatively minor aspect of the 
general visual perception problem, we have seen that many of the same basic questions are in- 
volved in accommodation control as in general visual perception: the nature of the neural proces- 
sing circuits; the effects of eye movements; the effects of chromatic content; and the possible inter- 
mittcnt sampling nature of the control. Understanding the nature of the accommodation system 
might therefore yield important insight and understanding concerning the general visual perception 
problem. In fact, the ability to accurately and continuously monitor accommodation and eye move- 
ments, binocularly, as well as monocularly, seems to provide a useful testing ground for many 
perceptual questions, regarding the effects of variation in the spatial, temporal, and chromatic con- 
tent of the retinal images. 

What is clearly needed to evaluate, alter, or expand the hypotheses developed here is 
a versatile experimental facility with which to perform a highly organized series of experiments; 
a facility involving at least accommodation monitoring, eye movement monitoring, and a visual 
display system that can be changed rapidly and synchronized with various aspects of accommo- 
dation and eye movement changes. We hope that subsequent experimental results and potenti,al 
applications will justify our present enthusiasm for further study in this area. 
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APPENDIX I 

DETERMINING BLURRED-EDGE PROFILES 

Consider a uniformly illuminated disk, which in focus subtends an image diameter D, 
as in Fig.AI-I. If the viewing screen is moved out of the image plane each point of the sharp 
image will blur to a circular disk-a blur disk-of diameter d. (The shape of the blur disk actu- 
ally depends on the shape of the lens aperture. For our purposes here, assume a circular lens 

FIG. Al-l GEOMETRY OF AN IN-FOCUS DISK IMAGE AND OF THE BLUR 
DISK OF AN OUT-OF-FOCUS POINT ON THE EDGE 

shape. Assume also a uniform intensity over the blur disk, i.e. neglect diffraction effects.) The 
magnitude of the blur disk depends on the magnitude of defocus. We can calculate the light in- 
tensity over the total blurred image in terms of these overlapping blur disks, there being one such 
disk for each point of the original in-focus image. 

Assume for the moment a small magnitude of defocus, so that d<D . It is clear that 
the extent of the blurred image will be D+d, the intensity becoming zero at that diameter. To 
calculate the intensity at any point of the edge it is necessary only to “count up”, so to speak, 
the number of points in the original in-focus image whose corresponding blur disks contribute 
light to the point in question. This results in the formation of a convolution integral the essence 
of which is to draw a blur disk about the point in question and to integrate over the area of the 
disk the total light in the in-focus image. To show the logic of this approach a few such disks 
arc illustrated in Fig. AI-2(a). At points beyond radius (D+d)/2 there is no overlap whatever, 
or zero intensity. At radius (D+d)/2 the two disks just come in contact (position A). At progres- 
sively closer points the area of overlap monotonically increases. Position C corresponds to the edge 
of the original in-focus disk. As we reach radius (D-d)/2,. namely position E, the overlap is com- 
plete and the intensity is maximum. The intensity is uniform from position E to the center of the 
original disk. 
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FIG. Al-2 GEOMETRY USED FOR CALCULATING EDGE PROFILE 
OF BLURRED DISK IMAGE 
(a) Overlay of blur disks on the disk image 
(b) Sweeping the image across a fixed blur disk 

We see then that the defocused image has uniform intensity to a radius (D-d)/2, and 
has an edge width d. To find the intensity profile along the edge we can determine the light in- 
tensity for all overlap positions, as in Fig. AI-2(b). Here we presume a fixed blur disk of dia- 
meter d, across which we move disk D. If D were infinite (i.e. a straight edge) the intensity at 
the original in-focus edge would be exactly half the intensity of the uniform central region of the 
blurred image. As D decreases, the intensity at this point decreases. Also, as D decreases, the 
slope of the edge profile decreases near the outer edge and increases near the inner edge. 

For a relatively small defocus, so that d<D, , we see that the intensity at the center 
of the blurred image is independent of D. A cross-over occurs at d=D, corresponding to the plane 
containing “cross-over” point A in Fig. AI-l. For d>D , the intensity at the center of the blurred 
image decreases with D2 , and the width ofthe blurred edge is essentially equal to the smaller value 
D. For example, for Q=d/2, the circle moved across the blur disk in Fig. AI-2(b) has only half 
the diameter of the blur disk itself. Full amplitude is therefore reached half way across, as shown, 
and the amplitude is only 4 as great (the common area being now only i/4 as great.) 

The shape of the edge for D=2d. and for D=d/2 is identical, except for scale, since 
in both cases we are simply convolving two circles of diametric ratio 2:l. For D=d/2 , however, 
the height of the curve will be ‘/4 and the width i/2 that for D=2d. In other words the slopes 
will be twice as great for the D=2d case. In general, the edge profiles will have identical form 
for D=kd and D=d/k, though for D=kd , the central intensity will be k2 times as high, the 
edge k times as wide, and the general slope k times as for D=d/k. 

This general approach can be used to calculate the defocus image for any original in- 
focus pattern and any shape of blur disk, although the difficulty is of course greater the more 
complex the shape. For example, with a square lens aperture the blurred image would not have 
rotational symmetry. 
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Note that if the image in Fig. AI-I were a long bar of width D, rather than a disk 
of diameter D, we would get different defocus profiles (since, in terms of Fig. AI-2, we would 
be convolving a circle and a straight edge, rather than two circles). However, we would get a 
cross-over point (i.e. point A in Fig. AI-I) in exactly the same plane. 
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APPENDIX II 

LENS VIBRATION AS A MECHANISM FOR INCREASED DEPTH OF FIELD 

An accommodation system can not only provide clear focus over a range of object dis- 
tance, but can also provide the organism with an actual measure of distance in terms of the state 
of the control muscle or control signal. For example, experiments by Wallach and Norris (1963, 
p. 663) lead them to conclude that accommodation can function as a potent cue for distance. 
There are other techniques for improving clarity over an extended range, which, however, cannot 
give distance information. One example is simp1y.a small pupil which gives a large depth of field. 
Walls (1963, page 254) notes a number of methods that have evolved for achieving increased depth 
of field. One of these involves the use of elongated receptors. He notes that 

‘6 . . . the visual elements of a squid are so enormously long that the image can 
recede and advance through their length, corresponding to great excursions of 
the object to and from the eye, without making any demands upon the ineffi- 
cient apparatus of accommodation. Where vertebrates have very long visual cells, 
as in deep-sea fishes and some geckos, it is of course primarily for the sake of 
increasing their sensitivity, though as an incidental effect it partially obviates ac- 
commodation.” 

Let us see how improved depth of field can be achieved with elongated receptors. As- 
sume a receptor depth 2h, as in Fig. AII-I, and to simplify the equations assume that each 

FIG. All-l GEOMETRY OF AN EDGE IMAGE FOCUSED WITHIN A STACK 
OF ELONGATED RECEPTORS 

receptor responds simply to the total integrated light falling on it. For example, the total light 
received by receptor “r” in Fig. AII-1 is assumed to be proportional to the length of the two 
darkened regions. (In other words, we assume linear summation of the light .and neglect the ab- 
sorption of light as it passes through the receptor.) 

Consider an edge brought to focus in the plane of point P, , so that the image is 
bright to the left of f, and dark to the right of P,. In any out-of-focus plane we assume a 
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linear edge transition with the intensity at the bright side the same as in the image plane; this is 
a good approximation for 211 small compared with the distance between the receptor stack and 
the lens. Under these conditions we can easily calculate the total light, I(y), intercepted by each 
receptor as a function of its lateral position J’. For y>O we can write 

I(y) = 211 I,(x) dx, 
y/tan cy 

(AII-I) 

where2a! is the cone angle and I,(X) is the intensity variation along the receptor at lateral position 
J’. The function lV (x) can be written 

(AH-2) 

where k is a constant, so that Eq. (AH-I) becomes 

I(y)= k[x - & In xl;,lm, 

I(y)=k[Ih- &)- & ln@yl. 

Letting 

Y 
ha =z, 

(AH-3) 

(AH-4) 

Eq. (AH-3) becomes 

I(y)=kh[(I-z) -z In +I. (AH-5) 

Eq. (AH-5) has the form shown in Fig. AH-2 for 0~ z<l . It is simple to show that for nega- 
tive values of z, i.e. to the left of P, , the curve has the same form but inverted. In other words, 
the edge profile has the form given by the curve of Fig. AH-2 where the width of the transition 
region depends on the value _h according to Eq. (AH-4). 

If the optical focus is now changed so that the in-focus edge falls at one end of the re- 
ceptor stack, as suggested by point Pz in Fig. AII-I, then Eq. (AII-I) is changed to 

I(y) = j’” 5(x, dx , 
ytan a! 

(AII-I’) 

and the resulting function is identical to that of Eq. (AII-5) except that 

Y 
z= 2h ; 

(AII-4’) 

that is, the abscissa scale is doubled. Thus, shifting focus from the center of the stack to the end 
of the stack changes the profile curves from A to B, respectively, in Fig. AII-3. The corresponding 
edge profiles for a compressed stack (i.e. hZ0) fixed in the plane of P, would simply be a sharp 
edge A’ and a linear transition edge B’ , respectively. 

74 



2.0 

I.5 

1.0 

0.5 

0 

I I I I I 

d 

-1.5 -1.0 -0.5 0.0 0.5 1.0 -2 
n-S.B.-32 

FIG. All-2 EDGE PROFILE RESULTING FROM ARRANGEMENT IN FIG. All-l 

0 
W 2w 

T.-,.,.-S, 

FIG. All-3 EDGE PROFILES FOR DIFFERENT FOCUS 
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A-Profile when image plane is at center of stack 
B-Profile when image plane is at one surface of stack 
A’ and B’ -Corresponding profiles for thin stack 
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Thus, by elongating the receptor ‘stack the sharp in-focus edge profile A’ converts to 
smeared form A, whereas the linear transition curve B’ (for a defocus corresponding to an image 
plane shift h) is sharpened to the form B. The edge width of curve B is twice that of curve B’, 
however, the slope is much greater at the center of the edge for curve B. In fact, the derivative 
at the center of the edge for curves A and B is infinite as can be seen by differentiating Eq. 
(AII-5) to obtain 

dI(z) 
r= kh Inz 3 (AIL6) 

which is infinite at z=O, the center of the edge. 
It can readily be seen that the edge curve for any other focus position on the stack 

will fall between the curves A and B. Any such curve will also have infinite slope at the edge 
center. For foc.us positions beyond either end of the stack however, the magnitude of derivative 
at the center of the edge decreases rapidly. 

Thus: for focus positions within the depth of the stack the edge patterns have very 
sharp derivatives at the center regions of the edge. The ideally in-focus image is smeared to some 
extent (though the magnitude of derivative at the center of the edge is maintained), but the over- 
all edge pattern of otherwise out-of-focus edges which fall within the stack is much improved, at 
least in the center region of the edge profile. We seem then to have the potential for improved 
depth of focus, thljugh with some deterioration of the best focus. 

The results obtained with an elongated stack are duplicated with a thin stack which is 
made to vibrate back and forth over the same range 2h, or with a fixed retina and a refractive 
vibration that swings the in-focus image over the same range. In the latter two cases we have to 
assume that the net effect depends on the average intercepted light over a cycle of vibration. 

Recall that Arnulf and Dupuy, Fig. 111-2, found that the amplitude of accommodation 
fluctuations increased tenfold when accommodation increased from infinity to 6.8 diopters, or 
about 15 cm. This increase in amplitude was relatively smooth and monotonic from one extreme 
to the other, with the vibration amplitude finally reaching not simply a “few tenths diopter” but 
as much as I to 2 diopters. 

A steady defocus of 2 diopters is very large, well beyond the depth of field. Certainly 
a much smaller amplitude would be adequate for any purpose of focus control. We began to won- 
der whether these large vibrations might have another function, namely an increase in effective 
depth of field in the manner discussed here. For strong accommodation (i.e. close-up) the depth 
of field is very small in terms of physical distance and an increased depth of field would certainly 
be a reasonable function to strive for. A primary question is whether a 2 cps vibration is rapid 
enough to effectively achieve the integration discussed above. 

In Sec. IX we speculated that these vibrations were not vibrations in the usual sense, 
but simply normal accommodation corrections (what we called “accommodation saccads”). But 
simply assigning a different “cause” to the vibration does not affect whether the vibration has in 
fact any effect on depth of field. We might note that with our new hypothesis we should expect 
the vibration amplitude to be large whenever the accommodation error is likely to be high (so 
that each correction movement will be relatively large), and under these conditions we could argue 
a need for increase in effective depth of field. 
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It is not clear at this time whether these vibrations actually have any effect on depth 
of field, although the possibility exists. In this connection we might note some comments in a pa- 
per by “W. MACD” (1942), in which are described experiments on sweeping the image plane 
while exposing a photographic film. A significant increase in depth of field is reported, but with 
a focus that is considered“‘ slightly softer throughout the entire range.” In the configuration of 
“W. MACD’s” experiment, the field was swept by axially vibrating one lens of a compound lens 
system. The optics were specially arranged so that blurring occurred with minimal lateral shift of 
the picture parts. They noted that: 

“Experimental results proved promising as objects in each plane within a scene 
appeared to the eye to be in sharp focus despite superimposing of sharp images 
over ‘fuzzy’ images. The individual photographic impressions within a single ex- 
posure were in good ‘register’ insofar as size was concerned and a good resis- 
try apparently permitted sharp impressions to ‘mask’ fuzzy impressions to a sa- 
tisfactory extent.*’ 

One basis on which to decide what sort of vibration amplitude might be- reasonable for 
purposes of improved depth of field is to consider the degree of general focus deterioration with 
this vibration (the “soft” focus effect noted by “W. MACD”). We have seen that an ideally fo- 
cused edge would be smeared according to the curve A in Fig. AII-3; the larger the magnitude of 
vibration the larger the width of the smear. For a fl diopter variation, the total width 2W 

would be about IO’ of arc; that is, (l/60) 3 .mm =5OpC=lO’, assuming a total average refrac- 
tion of 60 diopters. But the neural unit of Fig. VI-2 was seen to have just about this radial ex- 

tent, so that we could expect considerable sharpening of an edge smeared out over 10’ of arc or 
SO. Thus, the smear obtained with a normal sized pupil and a fl diopter refractive vibration 
is in the range in which we might get significant sharpening from neural-unit processing. 

But this is all speculation. This discussion is meant to be merely suggestive since there 
is as yet no evidence that these vibrations play any role in depth of field. It is simply interesting 
that the possibility exists and that certain relevant numbers are at least of the right order of 
magnitude. 
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